Solving the Structure and Dynamics of Metal Nanoparticles by Combining X-Ray Absorption Fine Structure Spectroscopy and Atomistic Structure Simulations
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Abstract

Extended X-ray absorption fine structure (EXAFS) spectroscopy is a premier method for analysis of the structure and structural transformation of nanoparticles. Extraction of analytical information about the three-dimensional structure and dynamics of metal–metal bonds from EXAFS spectra requires special care due to their markedly non-bulk-like character. In recent decades, significant progress has been made in the first-principles modeling of structure and properties of nanoparticles. In this review, we summarize new approaches for EXAFS data analysis that incorporate particle structure modeling into the process of structural refinement.
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1. INTRODUCTION

Improved and increasingly accessible synchrotron radiation sources and high-resolution electron microscopy facilities provide new fundamental insights into nanoparticle (NP) structure and function that, in turn, have led to new ways of thinking about the technologies that employ these materials. The unique advantage of NPs is that their magnetic, electrical, optical, chemical, and catalytic properties can be tuned by changing NP shape, size, and composition. Indeed, the properties and potential applications of NPs depend strongly on their atomic structure, which can be very different from the corresponding bulk material. Understanding the atomic structure and dynamics of NPs is, therefore, important for understanding and controlling their function. Moreover, it is now well established that the structure of NPs can evolve over time, particularly in applications like catalysis, wherein reactive chemicals come into contact with the NP surface. Accordingly, analytical methods that can observe such chemical and structural changes under working (operando) conditions have become increasingly important (1–5). The choice of tools for investigating the local structure of small (1–3 nm) NPs is rather restricted, and the number of these tools that can be applied in situ is even more limited (6). X-ray absorption spectroscopy (XAS) (7–9) is one of the few analytical techniques that has been found to be useful in this regard. In particular, extended X-ray absorption fine structure (EXAFS) spectroscopy provides unique information on the distribution of atoms within the NP and the static and dynamic disorder that arises from structural perturbations caused by the environment. XAS is also a much less destructive probe compared to, e.g., electron microscopy. For these reasons, EXAFS spectroscopy has been widely applied to structural investigations of NPs and to correlate NP structure with chemical and catalytic properties (10–12).

As the sophistication of EXAFS analysis methods and the corresponding level of detailed information about NP architecture have expanded, the limitations of existing approaches become apparent. This is most obvious for NPs having sizes below several nanometers where non-bulk-like phenomena have been observed (13, 14). For example, many structural parameters are required to provide a complete description of the three-dimensional (3D) structure of NPs. Additionally, the heterogeneous environments of surface and core atoms and the resulting strain and structural relaxation result in complex, markedly asymmetric distributions of interatomic distances. Conventional data analysis approaches are unable to fully account for these factors and thus do not extract the maximum amount of information from EXAFS spectra (13, 15, 16).

At the same time, recent years have seen a rise in the importance and availability of atomic-level simulations of atomic and electronic structure and properties of NPs. In fact, theoretical modeling approaches are now used to fill the gaps in experimental data (6, 17). For example, the use of ab initio simulations within the density functional theory (DFT) formalism allows one to model relaxation processes in metallic NPs, and it has been used to predict the properties and structure of nanosized catalysts (18–20). Molecular dynamics (MD) and Monte Carlo (MC) simulations using interatomic forces that are derived either from ab initio calculations (15, 18) or from empirical force fields (17, 21–23) can be employed, in turn, to model thermal disorder and anharmonic effects. Thus, theoretical modeling can be a very powerful tool to advance our understanding of the local structure and dynamics in small NPs.

The structure models obtained in such simulations, however, must be validated by experimental data. Although a number of different techniques can be used for this purpose [e.g., total scattering experiments coupled to atomic pair distribution function (PDF) analysis (6)], the use of EXAFS may be advantageous due to its chemical sensitivity and high sensitivity toward the arrangement of nearest neighbors and many-atom distribution functions. Moreover, experimental EXAFS data can be directly incorporated into the structural refinement and modeling process using approaches...
such as reverse Monte Carlo (RMC) (24–26). Combining RMC and MD (MC) approaches allows one to find the optimal structure models that agree with experimental data and that are physically reasonable (27).

To summarize, atomic-scale simulation of nanomaterial structure, guided by XAS data, is a new and rapidly developing field. The importance of and growing interest in such studies are supported by a number of recent publications devoted to this topic (15, 17, 19, 26, 28–45). The approaches described in these articles often rely on similar ideas, but their implementation varies because such combined studies are still a relatively new tool for modeling NP structure. The main goals of this review are to summarize the existing knowledge base and some success stories in this field and to stimulate further development of techniques that combine experimental studies with insights from theoretical modeling to provide a deeper understanding of NP structure and dynamics. Another important goal of this review is to show that conventional, easily implemented EXAFS analysis methods must be treated with caution when applied to complex, intrinsically heterogeneous nanomaterials.

2. EXTENDED X-RAY ABSORPTION FINE STRUCTURE DATA ANALYSIS

The attractiveness of EXAFS data analysis for quantitative structural studies of a broad range of materials relies, in part, on the fact that a simple and quite accurate relationship directly links the descriptors of material structure to EXAFS features. In a commonly used approach (7), experimentally measured, background-subtracted, and edge-step-normalized EXAFS spectrum \( \chi \) is expressed as a sum of contributions of photoelectron scattering paths connecting the X-ray absorbing atom to its neighboring atoms:

\[
\chi(k) = \sum_p \chi_p(k),
\]

where the photoelectron wavenumber is \( k = \sqrt{\frac{2m}{\hbar^2}}(E - E_0) \), \( m \) is electron mass, \( \hbar \) is Planck’s constant, \( E \) is the energy of an absorbed X-ray photon, and \( E - E_0 \) is the energy of an excited photoelectron. This sum includes contributions from single-scattering paths, as well as contributions from multiple-scattering paths, wherein electrons interact with two or more neighboring atoms. For the single-scattering paths, the contribution of each path can then be expressed as (9)

\[
\chi_p(k) = \frac{S^0_2}{k} \int_0^\infty f_p(k, R) g_p(R) e^{-\frac{2kR}{\hbar}} \sin \left[ 2kR + \phi_p(k, R) \right] \frac{dR}{R^2},
\]

The integration in Equation 2 is carried out over the distance in the radial direction away from the X-ray absorber. The functions \( f_p(k, R) \) and \( \phi_p(k, R) \) characterize the changes in the amplitude and phase of the photoelectron upon scattering, while \( \lambda_p(k) \) is an effective mean free path for the photoelectron that accounts for the reduction of EXAFS amplitude resulting from the finite lifetime of the excitation and all inelastic interactions of the photoelectron. The functions \( f_p(k, R) \), \( \phi_p(k, R) \), and \( \lambda_p(k) \) can be calculated with good accuracy using ab initio codes such as FEFF (7, 46). The passive electron reduction factor \( S^0_2 \) in Equation 2 describes the reduction of EXAFS amplitude due to the perturbation of other electrons upon excitation of the core electron, and it can be obtained from the analysis of reference materials. Finally, \( g_p(R) \) is the bond-length distribution, or the radial distribution function (RDF), which is a probability density of finding an atom of a
specific type at distance $R$ from the absorbing atom. Its normalization is carried out via the integral

$$\int_{R_1}^{R_2} g_p(R) \, dR.$$  \hspace{1cm} 3.

Equation 3 provides the number of nearest neighbors $N_p$ within a specific coordination shell of radius $R_1 < R < R_2$. The finite width of the coordination shell characterizes the interatomic bond length disorder. Because the lifetime of the excited photoelectron ($\sim$ 1 fs) is several orders of magnitude shorter than the characteristic times of atomic vibrations (on the order of picoseconds), EXAFS does not distinguish between the bond length disorder caused by the thermal motion of atoms (thermal or dynamic disorder) versus the static disorder caused by the frozen deviations of the bond length from the average. Thus, $g_p(R)$ describes both the structure and dynamics of the material.

Equation 2 can be generalized to describe multiple-scattering contributions. In this case, however, one needs to consider that the functions $f_p$ and $\phi_p$ will depend not only on the path length $R$, but also on the relative positions of scattering atoms (e.g., bonding angles). Thus, instead of the RDF, a many-atomic probability distribution function, $g_p(R)$ must be used in Equation 2.

Owing to Equations 1 and 2, it is relatively easy to calculate the theoretical EXAFS spectrum for each atomistic structure. Typically, however, EXAFS analysis is used to solve a much more difficult, inverse problem: Given the experimentally obtained EXAFS, how does one find a corresponding representative atomistic structure? Considering the nonlinear nature of Equation 2 and that many parameters are present in Equations 1 and 2, it is a challenging task, often prone to artifacts and numerical issues.

The conventional approach to EXAFS analysis is to parameterize all $g_p(R)$ functions and to fit the parameters of the distributions using a nonlinear least square procedure so that the theoretical spectrum, modeled according to Equations 1 and 2, matches the experimental data as well as possible (8–11, 47, 48). For moderately ordered materials the $g_p(R)$ function in Equation 2 can be approximated by a Gaussian function, and Equation 2 can be rewritten in its commonly used form (7):

$$\chi_p (k) = \frac{N_p S^2}{2\pi^2} f_p(k, R_p) e^{-\frac{2k}{\sigma_p^2 k^2}} e^{-2\sigma_p^2 k^2} \sin \left[ 2kR_p + \phi_p(k, R_p) \right],$$  \hspace{1cm} 4.

where $N_p$ is the average coordination number (CN) for the given coordination shell, $R_p$ is an average interatomic distance, and $\sigma_p^2$ is the mean-square relative displacement factor, also known as the Debye-Waller factor, which accounts for the combined thermal and static disorder effects. The parameters $N_p$, $R_p$, and $\sigma_p^2$ are then used to characterize the local structure and bond dynamics of the material.

3. LIMITATIONS OF CONVENTIONAL EXTENDED X-RAY ABSORPTION FINE STRUCTURE DATA ANALYSIS FOR NANO PARTICLES

EXAFS fitting works well for materials with well-defined atomic arrangements in the nearest few coordination shells, such as crystalline materials. In nanostructured materials, however, much more complex, non-Gaussian shapes of bond-length distributions are common. These non-Gaussian distributions can be either static or dynamic in origin or both. For example, structure relaxation due to surface tension in metallic NPs usually results in shortening of interatomic
AIMD: ab initio molecular dynamics

distances in the atomic layers that are close to the surface, but this effect is much smaller for atoms in the core (13, 49–51). Moreover, a strong anisotropy of atomic vibrations may originate from the asymmetric potential energy surfaces for atoms at the NP surface (52). An additional contribution to the asymmetry of the bond-length distribution arises from the interactions of NPs with the support, ligands, and/or adsorbates (18). The failure to account for these effects in EXAFS analysis may result in significant artifacts and incorrect conclusions.

To assess the importance of this problem, one plausible strategy is to apply conventional EXAFS fitting procedures to theoretically constructed spectra, where the correct answer—the true RDF—is known in advance. Such model data can be generated through Equations 1 and 2, where the RDFs are obtained, e.g., by MD simulations (14, 15, 18, 26, 53–57). An example of such a model RDF for icosahedral Au147 NPs is shown in Figure 1a (see Section 5 for more details on MD). The asymmetry of the RDF peaks is clearly visible. After the RDF is integrated and a model EXAFS spectrum is obtained, one can apply conventional EXAFS fitting and compare the values of the best-fit parameters with those corresponding to the original bond-length distribution.

Using this approach in the 1990s, Clausen, Nørskov, and colleagues (14, 52–55) pointed out that, in metallic NPs, neglecting the non-Gaussian effects results in underestimation of interatomic distances, CNs, and disorder factors. A similar approach was recently used in the study of Au147 nanoparticles by Timoshenko & Frenkel (26) (Figure 1b). The effects of asymmetric static disorder were analyzed in a study by Yevick & Frenkel (13), where the fitting of model data, constructed by systematically distorting a model gold cluster structure, was carried out. Similar results were also recently obtained for the model data constructed in ab initio MD (AIMD) simulations for thiolated gold clusters (15, 18), with special attention paid to the contribution to the total disorder from interactions between gold atoms and ligands. One existing approach to correct for these effects relies on modeling $g(R)$ with more complex functions rather than a simple Gaussian, e.g., skewed Gaussian (58, 59) or even asymmetric gamma functions (21, 60–63). However, although these approaches may work in some specific cases [when a reasonable parameterization of $g(R)$ for

---

**Figure 1**

Limitations of EXAFS analysis. RDF $g(R)$ for Au atoms in icosahedral Au147 nanoparticle modeled in classical molecular dynamics simulations (26) is shown in panels a and b. Asymmetric shapes or RDF peaks cannot be reproduced by conventional EXAFS fitting in Gaussian approximation (b; gray dotted line), which underestimates coordination number (area under RDF peak) and yields shorter average Au–Au distance than the true value (b; vertical dashed line) (26). In panel c, the dependence of the number of scattering paths on $R_{max}$ used for the analysis for bulk Au is compared with the maximal number of structure parameters $N_{IDP}$ allowed by the Nyquist theorem (64). Because some of the paths in bulk structure are equivalent by symmetry, we show the total number of paths and number of unique (nonequivalent) paths separately. Abbreviations: EXAFS, extended X-ray absorption fine structure; RDF, radial distribution function.
the particular system is guessed by intuition or luck], they cannot be considered a general solution to the NP structure problem.

The second challenge is related to the number of scattering paths included in the analysis (Equation 1). If one limits the analysis by including contributions with $R_p$ values up to $R_{\text{max}}$ only, then the number of scattering paths grows exponentially with $R_{\text{max}}$ (Figure 1c). The radius of the first coordination shell is significantly shorter than the radii of more distant coordination shells; thus, the first single-scattering contribution can usually be singled out by Fourier filtering and analyzed independently on the other paths. It is not the case, however, for the contributions of more distant coordination shells, because the single-scattering and multiple-scattering paths that correspond to those shells overlap strongly in the same $R$ range. Their structural parameters should be refined concurrently (47, 60), which results in strong correlations in the fitting parameters and renders the entire analysis procedure unstable. According to the Nyquist theorem, the relevant number of independent data points in an EXAFS spectrum within a given spectral interval is defined by its $k$ range, $\Delta k$, and $R$ range, $\Delta R: N_{\text{IDP}} = 2\Delta k\Delta R/\pi$ (64, 65). Hence, the number of fitting variables should not exceed the value of $N_{\text{IDP}}$ or else the fitting results will be ill defined. Because $N_{\text{IDP}}$ increases approximately linearly with increasing $R_{\text{max}}$, while the number of fitting parameters grows exponentially (unless multiple constraining relationships between the variables are applied), EXAFS analysis is limited to a range of just a few angstroms away from the absorbing atom. Another complication caused by the contribution of multiple-scattering effects is its above-mentioned sensitivity to bonding angles, which is especially important for materials with linear, or nearly linear, chains of atoms (66–68).

The final challenge is interpreting the fitting results obtained by conventional analysis. In the case of well-defined materials, such as homogeneous, single-phase bulk solids, these results provide corrections to the known average structure. In the case of nanomaterials, such average structures themselves are not known. In principle, to fully characterize the 3D structure of an NP consisting of $N$ atoms, $3N$ atomic coordinates are required. This is, however, impossible to uniquely obtain from the handful of structural parameters yielded by an EXAFS fit without additional information and assumptions. A commonly used approach to link the CNs, obtained from EXAFS fitting, to a 3D structure is to approximate the NP shape with a regular polyhedron. For such a model the particle-averaged CNs can be easily calculated and contrasted with the results of EXAFS data analysis, providing information on particle size (10, 69–71), shape (10, 69), and alloying motifs in heterometallic particles (10, 34, 48). For realistic NPs, the presence of different types of atoms, vacancies, and disorder effects, along with NP interactions with the support and adsorbates, makes the regular, undistorted polyhedron a poor approximation of particle geometry. As discussed in the next sections, more advanced approaches, such as RMC and DFT simulations and MD and MC methods, are thus required to link the experimentally observed EXAFS features to 3D structural arrangements of atoms.

In addition to the foregoing factors, the assumption that obtained EXAFS signal can be attributed to a single, well-defined particle model may result in overinterpretation of the data, because actual NPs coexist in multiple sizes, shapes [e.g., isomers in ultrasmall clusters (72)], and compositions (10). This sample-averaging problem is also important for more advanced modeling approaches discussed below. To deal with this issue, it is crucial to independently verify the homogeneity of the sample [e.g., by scanning transmission electron microscopy (STEM)] (10, 11, 73). Studies of well-defined model NP systems, prepared by dendrimer and inverse-micelle encapsulation techniques (74–77), peptide templating methods (30, 78), and DNA-assisted particle assembly (79), among others, enable precise calibration of such artifacts.
4. REVERSE MONTE CARLO SIMULATIONS

4.1. Reverse Monte Carlo Basics

RMC is a structure optimization technique for finding structure models in which theoretically calculated, structure-related properties are in good agreement with experimental data. RMC was introduced by McGreevy and Pusztai (80, 81) for the analysis of X-ray and neutron scattering data in disordered systems, but its potential for EXAFS analysis was realized almost immediately (24).

In RMC, an initial 3D structure model is proposed, and then it is iteratively modified by proposing random changes (e.g., atomic displacements or swapping of two atoms). After each such change, the cost function $\Delta_{\text{new}}$ is evaluated and compared with the corresponding cost function $\Delta_{\text{old}}$ that was evaluated for the structure model before the move was made. As a cost function, one can use, for example, the difference between partial CNs extracted from experimental EXAFS and those calculated for the model (82) or, more directly, the squared Euclidean distance $\Delta = \sum |\chi_{\exp} - \chi_{\cal}|^2$ between experimental EXAFS $\chi_{\exp}$ and theoretical spectrum $\chi_{\cal}$ calculated according to Equations 1 and 2 (24, 83). If EXAFS data from different absorption edges are available (e.g., for bimetallic particles), they can be used simultaneously by defining $\Delta = w_A \Delta_A + w_B \Delta_B$, where $\Delta_A$ and $\Delta_B$ are partial cost functions, calculated for metals A and B, respectively, while $w_A$ and $w_B$ are weights, which can be chosen to be different (e.g., if one spectrum has a significantly lower quality than the other).

By comparing $\Delta_{\text{new}}$ and $\Delta_{\text{old}}$, a decision is made whether the proposed change should be accepted or the system should be returned to the previous state. For this purpose, the so-called Metropolis algorithm (84) is commonly used. Specifically, the move is accepted if $\Delta_{\text{new}} < \Delta_{\text{old}}$ (i.e., the new structure model fits experimental observations better) and also if $\Delta_{\text{new}} > \Delta_{\text{old}}$ but $\exp(-\Delta_{\text{new}}/T) > \rho$, where $\rho$ is a randomly generated number between 0 and 1, and $T$ is a scaling factor. The acceptance of some of the moves that worsen the agreement between simulated and experimental results allows the system to escape some local minima and to better explore the configurational space (80). A scheme of the RMC process for EXAFS analysis is shown in Figure 2a.

RMC-based analysis has several advantages with respect to conventional EXAFS fitting. First, no assumptions about the shapes of RDFs are required. Second, RMC immediately yields a 3D-structure model of the material, which can be used to extract commonly used parameters ($R_p$ and $\sigma^2_p$). It can also be used for more advanced analysis such as determining the asymmetry and anisotropy of atomic displacements (25, 45, 85) and as a direct input for DFT-based calculation of the electronic and chemical properties of materials. Third, because the variables of the model are atomic coordinates, the number of unknowns does not depend on the number of scattering paths included in the analysis. Therefore, analysis of distant coordination shells can be accomplished as easily as the analysis of the first coordination shell contribution, and angular dependencies of multiple-scattering paths can also be treated explicitly (83). Finally, the RMC method allows one to easily implement many constraints to ensure that the resulting structure model is physically reasonable and does not contradict the results of other experimental techniques (e.g., X-ray diffraction) (83, 86). For example, one can force the interatomic distances and bond angles to be within the physically reasonable ranges (87) or preserve a specific number of nearest neighbors around each atom (81). Even more information can be introduced by using the so-called hybrid-RMC method (17, 27, 88) where, in addition to determination of the discrepancy between experimentally observed and theoretically calculated properties for each model, the corresponding energy is also calculated. In this case, energetically unfavorable configurations are penalized by additional contribution to the cost function $\Delta$. 
4.2. Reverse Monte Carlo Modeling of Nanoparticle Structure

The obvious difference between RMC analysis of a bulk material and an NP (or a cluster or molecule) is that, in the latter case, the structure model is truncated (e.g., it has a defined surface) and contains a relatively small number of atoms. However, a significantly larger diversity of environments can be expected for nanomaterials because the local structure around atoms, e.g., on the particle surface, can be quite different from that in the NP core. The first case of RMC being used for EXAFS analysis of a truncated system was probably the study by Di Cicco & Trapananti (89), where it was employed to reconstruct the bond-length distribution function in gaseous molecular Br2. While the simplest possible structure model in this case contains only two atoms, it is not sufficient to reproduce the RDF function because the experimentally measured EXAFS is an average from millions of molecules, each having a slightly different Br–Br distance due to thermal motion. It is clear at this point that an RMC model should represent an ensemble of molecules (or NPs) rather than a single molecule or NP. Therefore, for RMC-EXAFS modeling in this case, a
A composite structure model was used, which contained several hundreds of well-separated replicas of the Br₂ molecule (89).

Similarly, if the investigated NPs have fewer than a hundred absorbing atoms, then the structure model for RMC simulations should contain several replicas of the original particle. For example, in a study by Timoshenko et al. (28), RMC was used to analyze EXAFS data from nanosized tungstates (particle size <2 nm). Here, the structure model optimized by RMC simulations involved 64 well-separated particles, each consisting of two metal atoms of each type (e.g., two tungsten atoms and two copper atoms) and the necessary number of oxygen atoms. The possibility of working with a structure model that represents an ensemble of NPs provides interesting opportunities for analysis of heterogeneous samples. In principle, it is not necessary for all of the NP replicas to be the same, and therefore one could envision fitting EXAFS data to more complex models consisting of NPs having different sizes, structures, and/or compositions. The necessary information to construct such model could be available from X-ray diffraction or electron microscopy data (90).

A limitation of the RMC method is that it does not typically allow changes to the total number of atoms in the model. Also, it is most efficient when only relatively small deviations of atoms from their initial positions are allowed, thus preserving the overall topology of the initial structure model. For NPs, this means that the total CNs are imposed in advance by an initial structure model, and they are not refined during the simulations. To circumvent this problem, one may run a series of RMC-EXAFS simulations using different starting models, choosing as the final solution the optimized structure model that resulted in the best agreement with experimental data (28). For example, in a recent study by Kompch et al. (29), such an approach was used for RMC-EXAFS studies of localization of Ag dopant atoms in CdSe nanocrystals.

An important issue with RMC simulations (as with any other method of EXAFS analysis) is the uniqueness of the obtained structure model. First, note that the result of RMC simulations—a set of atomic coordinates—is a product of a random process and, if the calculations are repeated with a different sequence of random moves, the obtained coordinates will be different. In a statistical sense the result of such repeated calculations should be, nevertheless, the same: The RDFs will be the same (within error bars), providing that both RMC procedures resulted in close agreements with experimental data and that experimental data contained sufficient information on the structure parameter of interest. If the information in the experimental data is insufficient, the RMC method may not be able to distinguish between two similar structure models.

An instructive example of the foregoing point is a study by Timoshenko & Frenkel (26), where RMC was used to analyze EXAFS data from Au₁₄₇ NPs. Two structure models were tested as starting structures: one with icosahedral geometry and the other with cuboctahedral geometry. RMC-EXAFS simulations in both cases yielded good agreement with experimental data (see Figure 2b). The inability of the RMC method to discriminate between these two structure models is not surprising: Although these models have quite different structures, the first shell CNs are similar in both cases. Distant coordination shells are more sensitive to the differences between crystallographic structures (69), but owing to disorder effects and a natural dampening of EXAFS contributions at high R-values, the contribution of these distant coordination shells is weak. The result, however, cannot be considered a complete failure of the RMC method. First, as shown in Figure 2c, regardless of the starting model, the RDFs yielded by RMC are close and thus can be considered robust model-independent approximations of the true bond-length distribution in Au₁₄₇ NPs. Second, insights from other experimental and theoretical techniques were used to discriminate between structure models that had equally good agreement with experimental EXAFS data. In this specific case, it was known from DFT simulations that the icosahedral structure for...
Au$_{147}$ NPs is energetically more favorable, and the bond-length disorder in the icosahedral NPs, as determined by MD simulations, was in better agreement with experimental data (26).

5. DIRECT SIMULATIONS OF EXTENDED X-RAY ABSORPTION FINE STRUCTURE SPECTRA

5.1. Simulations of Static Structure Models

The RMC-EXAFS study of Au$_{147}$ NPs described above shows that it is often impossible to find an unambiguous NP structure model by relying on information from EXAFS data only. Additional information and/or constraints from theoretical simulations are needed. For example, first-principles simulations can be used to restrict the analysis to realistic, energetically plausible structure models. DFT, combined with optimization algorithms, such as simulated annealing (91), the basin hopping method (92–95), and evolutionary (genetic) algorithm methods (96), is commonly used to find NP ground states, which later can be validated with available EXAFS data (19, 20, 97–100). DFT can be used directly either to calculate the energy of a given atomic configuration or to find parameters for an empirical model of the potential energy surface (PES); the total energy of atomic configuration as a function of atomic coordinates $E(r_1, r_2, \ldots, r_n)$. The latter approach is computationally much more efficient, and it allows one to extend NP structure simulations to larger NPs sizes (92, 93, 101–103). However, the design of such empirical potential models is a complex task. The advisability of transferring potentials even between similar systems is still an open question (17). Another problem is the development of potentials for heterogeneous systems, e.g., where metallic phases coexist with oxidized phases, which is a common situation in heterogeneous catalysis (33, 50, 101).

Although CNs, and to some extent interatomic distances, obtained in NP structure optimization can be directly compared with those determined from EXAFS, simulations of static models cannot provide any information on the thermal disorder of the NP. It is not possible, therefore, to use static DFT models for direct EXAFS modeling. In some simple cases, the contribution of thermal disorder to $\sigma^2$ factors can also be calculated ab initio (104), but these calculations typically rely on the harmonic approximation and are therefore reliable only at low temperatures. More robust approaches to account for disorder effects rely on MD and MC simulations.

5.2. Ab Initio and Classical Molecular Dynamics

In the Born–Oppenheimer approximation, the relatively slow motion of atomic nuclei can be decoupled from the electronic degrees of freedom and, therefore, in many cases, the motion of heavy nuclei can be modeled using classical equations of motion. Knowing the PES function from first-principles simulations [in AIMD] or defined by empirical models [in classical MD (CMD)], one can calculate the forces that act on the $i$-th atom: $F_i = -\nabla_r E(r_1, r_2, \ldots, r_n)$. Knowledge of forces, in turn, allows one to integrate the Newtonian equations of motion to obtain the trajectories for all atoms in the structure model and to sample the thermal motion of atoms. From such calculations one can thus extract the bond-length distribution, which contains contributions of both the static and thermal disorder. It is important to emphasize here that both in CMD and AIMD the motion of atoms is treated classically, thus neglecting the contribution of quantum effects (zero-point motion). Therefore, special care is needed when MD is applied to simulations at cryogenic temperatures and for light atoms (105, 106).

To validate the MD structure models with EXAFS data, one can either compare the RDF from MD with that obtained from EXAFS data via conventional analysis or, alternatively,
directly compare the experimental and theoretical spectrum calculated for the time-dependent MD model. The former approach has been employed since the 1980s (107). A recent example is the study of cobalt oxide NPs (108), where it was shown that the distances calculated for a dynamical model (obtained using AIMD simulations) are in better agreement with experimental EXAFS than distances calculated using a static DFT model. Similar analysis and comparison of CNs and interatomic distances obtained in MD simulations with EXAFS data were carried out for a cobalt–phosphate catalyst (109). Finally, AIMD-based investigations of the influence of dynamic effects on disorder factors and interatomic distances for supported Pt and PtSn catalysts have been carried out by Rehr, Vila, and colleagues (42, 110, 111).

Direct EXAFS simulations using MD coordinates for interpretation of experimental data were introduced in the 1990s (112), and they allow one to avoid many deficiencies of conventional EXAFS analysis. The MD-EXAFS analysis approach is schematically shown in Figure 3. To

![Diagram of MD-EXAFS data analysis algorithm](image)

**Figure 3**  
MD method for analysis of EXAFS data. (a) Flowchart of MD-EXAFS data analysis algorithm (112, 121) and (b) validation of interatomic potentials for bulk Pt: Experimental Pt L3-edge EXAFS for Pt foil and its FT (c) are compared with the results of MD-EXAFS simulations with three different parameterizations of Sutton–Chen potential. One comes from the original work by Sutton & Chen (113) (MD-1), and two more recent versions are from Wen et al. (114) (MD-2) and Vila et al. (33) (MD-3). Inset shows a snapshot of a 5 × 5 × 5 supercell used for simulations. Abbreviations: DFT, density functional theory; EXAFS, extended X-ray absorption fine structure; FT, Fourier transform; MD, molecular dynamics; PES, potential energy surface.
construct MD-EXAFS spectra, one accumulates several hundreds or thousands of MD structure snapshots that capture the atomic positions at different times. For each of the snapshots one then calculates the corresponding theoretical EXAFS. For NP studies it is important to average the calculated spectra over all (or all nonequivalent) atoms in the model. The model-averaged spectra are then averaged over time to obtain theoretical EXAFS spectra that can be directly compared with experimental data (26, 39, 112). In an alternative approach (22), MD coordinates are first used to calculate the RDF, which is then integrated (Equation 2) to obtain the EXAFS spectrum. Although this approach is computationally more efficient, it is limited to analysis of single-scattering contributions only.

Once the MD-EXAFS spectra are calculated and are in good agreement with experimental data, one can claim that the corresponding MD model also closely represents the structure of the investigated sample. Poor agreement can arise from several factors: The initial structure model may be wrong or the chosen PES model does not accurately reflect the interactions in the material. In fact, the sensitivity of EXAFS features to atomic dynamics can be a powerful tool for validating and choosing between different empirical potential models. In Figure 3b, experimental data for bulk Pt are compared with theoretical EXAFS spectra obtained from CMD simulations with three different Sutton–Chen potentials available in the literature (33, 113, 114). Calculations are carried following Timoshenko & Frenkel (26). The positions of the Fourier transform (FT)-EXAFS peaks in all three MD models agree with those in the experimental data, which suggests that interatomic distances are reproduced accurately. However, the model from the original paper by Sutton & Chen (113) fails to reproduce the amplitude of FT-EXAFS features because the thermal motion is overestimated. More recent potential models, however, perform much better and provide almost perfect agreement with experimental data.

Note also that a number of approaches have been proposed to further refine MD models and to improve agreement with experimental data: (a) isotropic rescaling of model coordinates to account for systematic errors in interatomic distances (22); (b) running MD simulations at a different temperature than the temperature at which the experimental data were collected to account for under- or overestimated atomic vibrations (22, 115); (c) refining RDFs via the so-called histogram approach (23, 116) or via fine-tuning the cumulants of bond-length distributions (117, 118); or (d) fine-tuning the whole 3D structural model by complementing MD simulations with a consequent RMC run (39). An alternative approach has recently been proposed, where instead of comparing MD-EXAFS spectra directly with experiment, they are used to train an artificial neural network, which is later applied to extract RDF from experimental EXAFS data (119, 120).

One of the first applications of direct EXAFS simulations for NPs using MD methods was the study by Roscioni et al. (22) of gold NPs. MD simulations using Gupta and Sutton–Chen potentials for close-packed NPs with sizes between 2 nm and 6 nm were performed, followed by calculations of EXAFS spectra. It was found that MD simulations can reproduce the experimental data at room temperature. Although the employed potential models were optimized to reproduce bulk properties of gold, MD simulations of NPs were able to account for the asymmetry of bond-length distributions and, at least qualitatively, for structure relaxation due to surface tension. The surface compression, however, was underestimated in MD models, while the thermal disorder was overestimated at high temperatures. These inaccuracies in the details of bond-length distribution are not surprising considering the simplicity of the interaction model employed. MD simulations of gold NPs with Sutton–Chen potential were recently revisited by Timoshenko & Frenkel (26), with the important difference that, in this latter study, the contribution of multiple-scattering effects to EXAFS spectra was also modeled and found to be in good agreement with experimental data (Figure 4).
The usefulness of MD-EXAFS analysis for distinguishing between NPs of different sizes, structures and compositions was recently demonstrated by Timoshenko et al. (39) in the study of PdAu nanoparticles. Here, MD simulations based on Sutton–Chen potential were carried out for a large set of NP models with different numbers of atoms, different atomic packings, and different concentrations and locations of Au and Pd atoms (random distribution versus core shell–type structure motifs). All of these differences had a pronounced effect on the simulated spectra. By directly matching the simulated MD-EXAFS spectra with the experimental Pd K-edge and Au L3-edge EXAFS data, it was possible to identify the most likely structure models for the investigated NPs (39).

For nonmetallic NPs, a similar MD-EXAFS method was applied by Anspoks and coworkers (64, 122–125). In these studies, simulations of nickel K-edge EXAFS spectra for cubic nickel oxide NPs with different sizes and concentrations of oxygen vacancies were performed using MD simulations with a Buckingham-type force-field model (126). Simulated spectra were then compared with experimental data, making it possible to identify the most likely structure model (i.e., NP size and vacancy concentration) and to investigate structure relaxation around oxygen vacancies. Importantly, it was found that the calculations of contributions of distant coordination shells and multiple-scattering effects are essential because information from the first two single-scattering paths was insufficient to find an unambiguous structure model. This study is also one of very few examples where experimental EXAFS data are used to refine the details of an empirical potential model.
AIMD requires significantly more computational resources than CMD, and therefore it is relatively rarely employed for simulations of dynamical effects in EXAFS spectra. Among the successful examples, we mention the study by Yancey et al. (18). Simulations of Au$_{147}$ NPs covered with different numbers of thiol ligands were performed, followed by calculation of time- and configuration-averaged EXAFS spectra, which were directly compared with experimental EXAFS data for gold NPs synthesized using a dendrimer encapsulation method. It was found that increasing the number of ligands systematically increases the disorder in the NP and that this trend can be reproduced well by MD simulations. As shown in Figure 4, for bare Au$_{147}$ particles the accuracy of AIMD-EXAFS is comparable with that of the classical MD-EXAFS method. The advantage of AIMD is most clearly observed when modeling heterogeneous environments of absorbing atoms (e.g., when interactions with ligands are important). Another case where the use of AIMD is required is when systems with complex bonding motifs or highly fluxional systems are considered. In these cases, the bond formation and dissociation processes must be addressed. In one relevant example, Rousseau et al. (127) considered a homogeneous Rh$_5$ catalyst, and AIMD was used to validate the resulting structure model. Another recent example is a study by Chen et al. (128) of cobalt oxide NPs, where AIMD and comparison of simulated spectra with experimental data were employed to identify the likely morphology of these NPs.

5.3. Monte Carlo Simulations for Extended X-Ray Absorption Fine Structure Data Interpretation

The structure snapshots required for EXAFS simulations can also be obtained using the MC method. The same Metropolis algorithm is used here, as introduced in Section 4. The cost function \( \Delta \) in this case is the total energy \( \Delta = E/k_B \) (obtained from empirical potential model or DFT calculations). The scaling parameter \( T \) is directly interpreted as temperature. By performing random moves that are accepted or discarded based on the Metropolis criterion, the atomic configurations will be sampled with a probability proportional to \( e^{-E/k_B T} \) (84, 129). Thus, if for each of the configurations some structure-dependent property [e.g., configuration-averaged EXAFS (130, 131)] is calculated and averaged, the averaged property will correspond to the expected value in the canonical ensemble with temperature \( T \); i.e., it will be equivalent to the one obtained in MD simulations. However, MC typically requires a much larger number of iterations to obtain a representative set of structure snapshots.

For EXAFS data interpretation, MC simulations with empirical potential were recently employed by Duan and coworkers (38, 41) to simulate EXAFS spectra in a heterogeneous system consisting of a mixture of pure Rh particles and bimetallic RhAu nanoparticles. Another MC-related approach for simulation of EXAFS spectra was proposed by Duan and colleagues (32, 44) for simulations of Au and Au Pt nanoparticles. In this case, DFT simulations were used to calculate a dynamical matrix and derive from it harmonic force constants and normal vibrational modes. Structure snapshots were then generated by independent displacement of atoms along each normal mode. The displacement magnitude was sampled from a Gaussian distribution with the variance corresponding to the position variance of a quantum harmonic oscillator (with vibrational frequencies corresponding to the eigenvalues of the dynamical matrix). This approach also allows one to obtain good agreement between simulated and experimental EXAFS data, while providing more direct access to vibrational properties of the material (32).

6. OTHER EXPERIMENTAL TECHNIQUES

Although we have focused on the analysis of EXAFS data, the approaches discussed here can be helpful for interpretation of other structure-sensitive experimental data. For example, they can be
applied in a similar way for interpretation of X-ray absorption near-edge structure (XANES) data. Like EXAFS, XANES also contains information on the local environment of absorbing atoms, but it is more sensitive to the electronic state of the absorber. Therefore, it can be used to identify changes in the valence state or symmetry of the absorbing site environment (132) and to probe the charge transfer between NPs, supports, and adsorbates (133, 134). Analysis based on constructing 3D NP structure models is especially attractive for XANES because path-by-path approaches are not applicable in this spectral region. Like EXAFS, XANES data can also be used to validate DFT-generated 3D structure models (135, 136). Likewise, the influence of atomic thermal motion on XANES spectra can be modeled by MD simulations (111, 137).

There are also many examples where MD and RMC methods are used to assist in the interpretation of X-ray or neutron total scattering data (PDF analysis). For instance, Naicker et al. (138) used CMD simulations for interpreting powder diffraction patterns of titanium dioxide NPs. Yamamoto et al. (139) recently used the RMC technique to interpret X-ray scattering data for silver iodide NPs. To interpret PDF data, Petkov and coworkers (17, 51) used MD simulations followed by hybrid-RMC fine-tuning for a study of metal NPs and RMC simulations for a study of silicon (140) and ruthenium (141) NPs. For heterometallic NPs, a promising approach is to rely on the resonant X-ray total scattering technique, which combines sensitivity to medium-range order, as in conventional scattering experiments, with element specificity, as in XAS. MD and/or RMC simulations can then be used to find a 3D structure model, consistent with the partial pair distribution functions, extracted from scattering data collected at different absorption edges (142, 143). MD simulations were found to be useful even in the interpretation of electron microscopy data (144).

One strength of using atomistic simulations for the interpretation of XAS (and other) data is that the final results are formulated directly in terms of universal structure motifs, rather than method-specific descriptors of NP structure (such as average interatomic distance and disorder factors). The findings of such analysis can thus immediately be correlated with results yielded by other structure-sensitive techniques. It also means that the data from complementary methods can be used to further constrain analysis and to construct a single structure model that agrees with all available experimental information. For example, it is very common to combine EXAFS and PDF data in RMC simulations (145). This can be ensured by defining the cost function for RMC simulations as \( \sum \Delta \), where \( \Delta \) are cost functions associated with different experimental data weighted with weights \( w \). In some cases, a less direct combination of scattering and EXAFS analysis is more efficient. For example, in some studies (30, 36), partial CNs obtained from EXAFS analysis of PdAu NPs were used to constrain structure models and refined further by RMC simulations of PDF patterns (which themselves are not sensitive to the differences between types of atoms).

**SUMMARY POINTS**

1. EXAFS spectroscopy is a powerful method to probe the structure of NPs, but the data analysis is prone to artifacts, and the interpretation of obtained results is often problematic. A combination of experimental data analysis with modeling of atomistic structures can be used to address this issue.

2. Some of the challenges associated with the conventional approaches for EXAFS analysis are the result of complex, asymmetric bond-length distributions, often present in
NPs, and an overlap of contributions from different coordination shells and multiple-scattering effects. These issues can be addressed with RMC methods.

3. Often the experimental data alone do not contain sufficient information to recover the 3D structure model of a NP unambiguously. In this case input from first-principles simulations of the structure and dynamics of NPs using the DFT approach, and/or an empirical model of interatomic interactions, can assist in the interpretation of experimental data, while structure-sensitive information, encoded in EXAFS, can be used to validate theoretical structure models.

4. Atomistic simulations allow one to reconcile the structural information, accessible by various experimental techniques, and provided by theoretical simulations. The obtained 3D structure models can be used directly in first-principles simulations of the electronic, optical, chemical and catalytic properties of materials, thereby enabling direct correlation of material structure and function.
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