Phase speciation by extended x-ray absorption fine structure spectroscopy
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The application of x-ray absorption spectroscopy methods to both materials and life sciences is well appreciated. However, the power of extended x-ray absorption fine structure (EXAFS) spectroscopy as a quantitative structural technique has largely been limited by its application to the microscopically homogeneous systems, in which the local environment around each absorbing atom in the sample is the same. The growing interest in time-resolved EXAFS studies of systems in physics, chemistry, biology, and materials science has reintroduced the requirement for an analytical tool to probe heterogeneous mixtures in situ. While long being recognized as a premiere technique for this role, EXAFS studies of mixtures have been particularly difficult due to the strong model dependence and correlations between parameters in the fit. To circumvent these drawbacks, we introduce two new techniques in EXAFS analysis: the principal component analysis and the residual phase analysis. Using a test case of a heterogeneous mixture of two organometallic Co compounds, we demonstrate that these new EXAFS modeling techniques, together with the existing one, the multiple datasets fit method are the most suitable and adequate methods for phase speciation. In addition, we discuss the application of these data analysis approaches to biological systems.


INTRODUCTION

Time-resolved structural methods are having an increased impact on biological and chemical research. For example, the ability to generate detailed structural data in real time can provide invaluable mechanistic insights into protein reactions that may be used to link the static end points provided by steady-state structural methods. Most important and relevant to this work, the use of time-resolved x-ray absorption spectroscopy (TRXAS) procedures to follow structural and electronic changes at catalytic metal centers in metalloenzymes during enzyme turnover has the promise of providing valuable structural-dynamic information in solution. To gain a predictive understanding of the mechanism of catalysis involving metal oxides, and their use as supports of many other catalytic materials, their in situ hydrogen reduction has been recently studied using a combination of structural techniques. It has been demonstrated that the discrimination between the two competing kinetic models of the reduction mechanism was made possible by using the time-resolved XAS measurements.

X-ray absorption spectroscopy is a unique structural technique capable of providing bond lengths, coordination numbers, and electronic structures around a target atom in millisecond-or-better time resolution. This structural information can be provided with the precision of ca. 0.01 Å or better. XAS can be applied to the crystalline phase, low-dimensional systems, gaseous and liquid phases with equal facility. Due to these remarkable structural sensitivity, XAS is largely applied in a wide range of life science fields, such as materials, environmental, and biological sciences.

The experimental and theoretical details of extended x-ray absorption fine structure (EXAFS) have been extensively described in the literature. The technique has gained wide popularity recently, due to major breakthroughs both in the state of the EXAFS theory and the data analysis methods. With the development of the ab initio theories of EXAFS, which take into account multiple scatterings of electrons, the unique structural knowledge (coordination numbers, bond distances, and bond angles) can be obtained within the range of distances up to 7–8 Å in the best-case scenario of bulk homogeneous samples or compounds.

Unfortunately, the analytical power of the above techniques is greatly diminished when the system under investigation is a disordered heterogeneous mixture of species. Each species that contains the absorbing element may have quite different local coordination around that element. This greatly complicates the analysis, because the number of the relevant structural parameters may be comparable to or even exceed the number of independent data points in the experimental spectra. However, there are many applications in...
which the difference within the series of experimental spectra is due to the small number of externally controlled parameters; nevertheless, all the individual spectra can be theoretically described by the same or similar models. The most recent examples of the XAS studies of the multicomponent mixtures are (a) time-resolved measurements, in which the mixing fractions of species change with time; and (b) the studies of metal complexes in solutions with different pH or different molar concentrations of ligands.

In these cases, if all the experimental spectra are analyzed concurrently and physically reasonable constraints are introduced, the increase in the total number of the data points is smaller than the increase in the number of structural parameters. Such an increase of the degrees of freedom in the fit can be executed in the framework of the multiple dataset (MDS) if implemented, for example, in the FEFFIT program of the UWXAFS data analysis package. However, the MDS fit method has a typical drawback: By involving additional (and sometimes rather subjective) constraints among the structural variables, the undesirable model dependence of the results is increased.

In this work, we develop two alternative approaches for the EXAFS data analysis of mixtures: principal component analysis (PCA) and residual phase analysis (RPA). With the first approach, we can obtain the number of chemically distinct species in the heterogeneous samples model independently, by analyzing the samples’ EXAFS spectra. In some cases, when the suitable experimental or theoretical standards are available, the PCA allows us to identify the species and obtain the mixing fractions of all the species in the samples. The second approach, the RPA, is a superior technique if the identification of the samples is difficult when using the MDS fit or the PCA. If both the number of the species as well as the identities of some of the species in the samples are known in advance, the RPA method allows us to identify the remaining species in the samples and obtain their mixing fractions.

To compare the reliability and limitations of the MDS fit, PCA, and RPA, we used all three techniques to study a test case of a heterogeneous mixture of two organometallic compounds: Cobalt acetylacetonate (Co-ACAC) and cobalt tetraphenyl-prophine (Co-TPP).

**MATERIALS AND METHODS**

**Sample preparation.** Cobalt acetylacetonate (Co-ACAC) and cobalt tetraphenyl-prophine (Co-TPP) in an analytical grade were purchased from Sigma. Five mixtures of [Co-ACAC]_1-1[Co-TPP]_x were prepared by mixing, with x = 0, 0.33, 0.5, 0.67, and 1.0. The mixtures were weighed by analytical balance, ground with mortar and pestle, and sieved, to ensure that the particles size is small compared to the inverse absorption edge jump at the Co K edge. The separate mixtures were brushed onto Scotch tape and mounted in copper sample holders. The accuracy of the mixing was ~5%.

**Data collection and analysis.** X-ray absorption data were measured using the Agere/UIUC beamline X16C at the National Synchrotron Light Source, located at the Brookhaven National Laboratory in Upton, New York. X-ray absorption coefficients in the samples were measured in fluorescence mode by using the ion chamber for the incident and the Stern–Heald detector for fluorescent radiation intensities, respectively. For the beam energy calibration, the reference Co metal foil was measured simultaneously with the sample in the transmission mode. The energy was varied from 200 eV below to 1000 eV above the Co K edge. The x-ray absorption coefficients were aligned in the absolute energy and normalized by the absorption edge jumps.

**RESULTS**

The local structural environments in the Co-ACAC and Co-TPP pure compounds are dramatically different. In Co-ACAC [Fig. 1(a)], the Co(III) ion is coordinated by six oxygen atoms, with average bond distances of 1.88 Å, forming a
distorted octahedron; in Co-TPP [Fig. 1(b)], the Co(II) ion is surrounded by four nitrogen atoms at an average bond distance of 1.95 Å in quasiplanar geometry. The differences in the coordination number between the two compounds are reflected in the pre-edge transitions of the raw XAS data (Fig. 2). Specifically, Co-TPP contains the 1s-4p peak intensity at 7715 eV, which is typical of square planar geometry. This transition is absent in Co-ACAC, due to its octahedral geometry around the Co ion. The extent of mixing is reflected in the gradual reduction of the 1s-4p transition and in the change of the other edge features. The coordination numbers and distances of the next neighboring shells were determined by EXAFS data analysis (Table I). The results of the pure compounds by EXAFS fitting are in good agreement with those reported by x-ray crystallography. These results outline the feasibility of differentiating between the two compounds by EXAFS analysis.

Multiple dataset fits. The theoretical EXAFS signals Co-ACAC and Co-TPP were calculated using FEFF7\textsuperscript{12}. The atomic coordinates for FEFF7 for the pure compounds were taken from the available crystallography data.\textsuperscript{24} As a result of FEFF7 calculations, the partial Co–O, Co–N, and Co–C theoretical contributions corresponding to the most significant, single-scattering nearest neighbor interactions in Co-ACAC and Co-TPP, respectively, were constructed. We verified the reliability of the analysis by fitting the FEFF7 theory to the experimental data for both Co-ACAC and Co-TPP (pure). Both the fit quality (Fig. 3), and the good agreement of the best-fit values of the bond lengths between Co and its nearest neighbors with the crystallography data (Table I) show that our procedure is reliable.

To fit the mixed system \([\text{Co-ACAC}]_{1-x}[\text{Co-TPP}]_x\), EXAFS data for \(x=0.33, 0.5, \) and 0.67 (the theoretical EXAFS signals for the pure Co-ACAC and Co-TPP phases) were weighted with the mixing factors \(1-x\) and \(x\), respectively, multiplied by \(k^2\), and then Fourier transformed into \(r\) space, where the nonlinear least squares fits were performed, concurrently, on the three datasets, using the program

<table>
<thead>
<tr>
<th>Neighbor</th>
<th>Co-ACAC</th>
<th>Co-TPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>XRD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O</td>
<td>1.88</td>
<td>Cl</td>
</tr>
<tr>
<td>Cl</td>
<td>2.78</td>
<td>C2</td>
</tr>
<tr>
<td>C2</td>
<td>3.13</td>
<td>N</td>
</tr>
<tr>
<td>N</td>
<td>1.95</td>
<td>Cl</td>
</tr>
<tr>
<td>Cl</td>
<td>2.99</td>
<td>C2</td>
</tr>
<tr>
<td>C2</td>
<td>3.31</td>
<td></td>
</tr>
</tbody>
</table>

FIG. 2. Schematic of the Co-ACAC and Co-TPP structures.

FIG. 3. Fourier transform magnitudes of the \(k^2\)-weighted EXAFS data (symbols) and FEFF fit (solid) for pure Co-ACAC and Co-TPP compounds.
FEFFIT\textsuperscript{22} (Fig. 4). The \(k\) ranges and \(r\) ranges in the fits were from 3 to 12 Å\textsuperscript{-1} and from 1.1 to 3 Å, respectively. The variables in the fits were the following.

1. The corrections to the model distances for the three Co–O, Co–C1, Co–C2 nearest neighbors in the Co-ACAC phase and for the three Co–N, Co–C1, Co–C2 nearest neighbors in the Co-TPP phase (Fig. 2).
2. The mean square deviations (EXAFS Debye–Waller factors).
3. Three mixing fractions, \(x_{\text{fit}}\).
4. The corrections to the photoelectron energy origin \((E_0)\).
5. The passive electrons amplitude reduction factors\textsuperscript{11} for Co.

The total number of variables (17) was, therefore, much smaller than the total number of relevant independent data points in the five EXAFS spectra (38). The best fit results for the mixing fractions are reported in Table II.

**Principal component analysis.** The standard PCA scheme represents each experimental spectrum as a vector \(x_i\) (\(i = 1,...,M\)) in the \(N\)-dimensional space, where \(N\) is the number of data points in each spectrum and \(M\) is the number of spectra. The data matrix \(D\), of the dimension \(M \times N\), is constructed from all the datasets. By finding the \(M\) eigenvectors and eigenvalues of \(D\), and by arranging the eigenvectors in the descending order of eigenvalues, one can construct an ordered orthogonal basis. Each original spectrum can be represented as a linear combination of \(M\) basic vectors, or components. By selecting the eigenvectors having the largest eigenvalues and neglecting those with the smallest ones, one can represent all the datasets by using a linear combination of just a few \((M_c)\) principal components (eigenvectors). Because \(M_c < M < N\) (in most practical cases, \(M_c \ll N\)), the PCA provides a convenient way to reduce the dimension of the representation.

For the phase speciation purpose, the translation of the standard PCA scheme into the EXAFS language is straightforward. The EXAFS oscillations, normalized and background subtracted, now play a role in the PCA vectors \(x_i\). The dimension \(N\) is the number of energy points in the spectrum. The \(M_c\) principal components necessary to reconstruct the original data within the experimental noise now correspond to \(M_c\) distinct species in the original spectra.\textsuperscript{23} Thus, it is possible to discover how many different species are in the sample without any a priori knowledge of the identity of these species. At the subsequent stages of the analysis, the species are identified by a comparison of the suitable experimental (or theoretical) standards with the linear combination of the obtained components. The mixing fractions of different species in all samples are then obtained by a linear least-square fitting.

In this work, we used the MATHEMATIC\textsuperscript{TM}-based program,\textsuperscript{26} implementing the PCA method to analyze the \(k^2\chi(k)\) data in the \(k\)-range from 2 to 11.5 Å\textsuperscript{-1}. For five samples with \(x = 0, 0.33, 0.5, 0.67,\) and 1, we obtained the set of five eigenvalues and eigenvectors (components). By examining the decay of the eigenvalues with the component number, it is possible to obtain the least number of components (species in the sample) using the “scree test.” This is a graphic method for determining the number of principal components. The eigenvalues are plotted in the sequence of their decrease, and the number of principal components is chosen, where the curve levels off to a linear decline. Figure 5(a) suggests a two-component mixture, because the eigenvalues level off, beginning with the third component. By a linear\textsuperscript{27} fit to the reference-pure compounds, two of them, Co-ACAC and Co-TPP, provided excellent fit, as expected. This proves that the two pure compounds indeed serve as good standards for this problem.

The reproduction of the data, for all \(x\) using the two principal components, is shown in Fig. 5(b). After rotating the matrix of the components onto the matrix of the standard compounds data, the mixing fractions \(x_{\text{PCA}}\) were obtained (Table II). It should be noted that the end values of the fractional coefficients (0 and 1), as obtained by the PCA, are always correct, and the comparison should be made only with the three intermediate concentrations.

**Residual phase analysis (RPA).** The RPA approach utilizes one of the known components, in this case the pure compound, as a “starting phase.” The “starting phase” is then fractionated and iteratively subtracted from the total XAS signal to produce corresponding residual spectra. The individual residual spectra are analyzed to obtain the best fit.

For simplicity, we can examine the case of the two-phase mixture, where the total experimental EXAFS data can be written as

\[ \chi_{\text{ex}}^R(k) = x \chi_{\text{ex}}^S(k) + (1-x) \chi_R(k), \]  

and where the first term on the right side of the Eq. (1) describes EXAFS from the starting (known) phase, which will be subtracted from the total signal. The second term denotes the EXAFS, originating from the residual phase only. The weighting coefficient \(x\) in Eq. (1) is the actual composition of species that is to be determined by this method. We can assume that, in a heterogeneous mixture, the local environment around the absorbers in each species is
obtain the best fit values for these parameters for each value of the external parameter $y$, at the same time minimizing the statistical chi square $\chi^2$:

$$
\chi^2 = \frac{P}{Ne^2} \sum_{i=1}^{N} (\tilde{R}_R - R_{\text{th}}^i)^2,
$$

(3)

where $P$ is the number of independent parameters in the fit, $N$ is the number of data points in the fit, and $e^2$ is the measurement uncertainty. By substituting the $\tilde{R}_R$ [Eq. (2)] and $R_{\text{th}}^i$ [Eq. (1)] into Eq. (3), and by assuming that $R_{\text{th}}^i(k)$ is a good model for $R_R(k)$, we obtain

$$
\chi^2 = \frac{(x-y)^2}{(1-y)^2} \frac{P}{Ne^2} \sum_{i=1}^{N} (\tilde{R}_S - R_{\text{th}}^i)^2.
$$

(4)

Therefore, the statistical $\chi^2$ will change quadratically with $x-y$ in the vicinity of $y=x$ and will exhibit a minimum at the actual value of the mixing fraction $x$, which solves the problem of the residual phase analysis. Equation (4) confirms the intuitive prediction that the quality of the fit will be the best at the actual value of $x$, because the systematic errors associated with the subtraction will be minimized when $x$ is correct.

We used the pure Co-TPP EXAFS data as the known phase $R_R^i(k)$ [Eq. (1)] for the subtraction purpose. The residual phase data, $\tilde{R}_R(k)$ [Eq. (2)], were constructed for all $y$ between 0 and 1, with the increment of 0.1 for the mixture’s data with $x=0.33$, 0.5, and 0.67.

The residual phase theoretical EXAFS signal $R_{\text{th}}^i(k)$ was constructed with FEFF in accordance with the Co-TPP structure. The fitting variables included the corrections to the Co–N, Co–C1, and Co–C2 distances [Fig. 2(b)] and their mean square disorders. The correction $\Delta E_0$ to the photoelectron energy origin was varied as well. The passive electron reduction factor, $S_0^2$, was fixed at 0.77 in the fits. This value is the average between the $S_0^2=0.73$ and 0.80 obtained in the FEFF7 fits to the experimental EXAFS data of pure Co-ACAC and Co-TPP compounds, respectively. The total number of fitting variables, 7, was smaller than the total number of the independent data points (10).

To run the RPA automatically, a suite of UNIX scripts was developed to allow for both the rapid change of the theoretical model parameters used to calculate $R_{\text{th}}^i(k)$ and the sequential fits of the experimental data while incrementing $y$ from 0 to 1. The statistical chi-square values obtained in each fit were then analyzed as the function of $y$, and their minima were obtained (Fig. 6). Then, the corresponding mixing fractions were defined as the positions of the minima (Table II), in accordance with Eq. (4). It is important to mention that, despite the statistical chi square being in qualitative agreement with Eq. (4), the minima in Fig. 6 are greater than 0.

The reason is that Eq. (4) was derived under assumption that the theoretical EXAFS function provides the perfect fit to the experimental data. However, due to both systematic and statistical errors in the theory and in the experiment, the theory always deviates from the experiment, explaining the residual positive chi-square values at all the minima in Fig. 6.
DISCUSSION

Table II outlines the results of the quantitative comparisons of the three analytical approaches appropriate for the chemical phase speciation, using EXAFS spectroscopy measurements of the heterogeneous mixtures. Each analysis method resulted in the determination of the mixing fraction of the phases, Co-ACAC and Co-TPP in the test mixture: \([\text{Co-ACAC}]_{1-x} [\text{Co-TPP}]_x\). For all three methods (the multiple dataset fit, principal component analysis, and residual phase analysis), the resultant mixing fractions \(x\) were in good agreement with the known concentrations of the Co-TPP species. However, these three methods have their unique areas of application. The MDS fit relies heavily on theoretical modeling of the EXAFS data in each species. It is the most powerful tool when the number of variables is much smaller than the number of the experimental data points.

If the number of variables approaches the number of data points, it usually means that either the data quality is poor or the theoretical model relies heavily on the large number of adjustable parameters. In both cases, confidence in the results is diminished, and it becomes dangerously easy to overinterpret the data. Such a limitation, predicted by the information theory,\(^{29}\) is usually called the information bottleneck of EXAFS data analysis. The fitting procedure becomes even more ambiguous if the number of species is unknown. In that case, it is virtually impossible to analyze the local structure of the mixed species reliably. A typical example of such a complication is the analysis of catalytic intermediate states during biocatalysis by, e.g., metalloenzymes. In most cases, the enzymatic catalysis is rapid and involves a chain of intimate chemical changes within the catalytic site of the protein. Often, these changes can be related to structural changes that may be directly correlated with the reaction mechanism. However, the determination of the number and the identity of the intermediate states during biocatalysis is still a very complicated task, due to the lack of sufficient experimental and computational tools.

If the number of the species in the sample is unknown, the principal component analysis is the ideal method for obtaining this number, model independently. In addition, as discussed in greater detail elsewhere, the PCA allows the detection of the changes in the data that would normally be considered below the sensitivity level of traditional EXAFS analysis methods.\(^{30}\) We would like to mention that PCA has recently been recognized as an important tool for phase speciation using XANES data.\(^{25}\) The important prerequisite for the success of PCA analysis of XANES spectra, however, is the presence of distinctly different features in the spectra of each individual species. It is very common for most biologically or environmentally important systems, for example, to contain XAS-active metals (Cu, Mn, Cr, S, etc.) in several oxidation states, each of which generates quite different fingerprint features in their XANES spectra. Therefore, PCA is a very powerful tool for chemical phase speciation in these cases. If, however, the target elements are present in the same oxidation states and have similar coordination, or if the XANES regions are relatively featureless, as in the case of heavy elements with significant lifetime broadening effects, the power of PCA to analyze XANES data is greatly diminished.

In the situations where both the MDS fit of EXAFS data and the PCA analysis of XANES are not plausible because of the above-mentioned reasons, the phase speciation can be achieved by applying PCA to EXAFS data measured in the mixtures. The only available example\(^{31}\) of the successful use of PCA to analyze EXAFS data has dealt with homogeneous systems, i.e., where all absorbing atoms are equivalent with respect to their environment throughout the sample. Our goal has been a different one: to characterize the feasibility of PCA as a phase speciation technique where there is macroscopic segregation of different species throughout the sample. We have demonstrated that the PCA provides correct mixing fractions of different species in the system, within 10–15% uncertainty.

Even though PCA provides a model-independent determination of the number of species in the mixtures, establishing their identities and, therefore, the mixing fractions depends on the availability of the appropriate experimental or theoretical standards. The problem becomes complicated if

<table>
<thead>
<tr>
<th>Composition (x) of Co-TPP</th>
<th>As prepared</th>
<th>0.33</th>
<th>0.5</th>
<th>0.67</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDS F1T</td>
<td>0.3(1)</td>
<td>0.62(15)</td>
<td>0.8(2)</td>
<td></td>
</tr>
<tr>
<td>PCA</td>
<td>0.36</td>
<td>0.57</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>RPA</td>
<td>0.3</td>
<td>0.6</td>
<td>0.7</td>
<td></td>
</tr>
</tbody>
</table>
there is no preferred theoretical or experimental standard for all the species in the data, e.g., the structure of catalytic intermediate states in enzymatic catalysis. In these cases, as proposed by this work, the phase speciation problem may be then solved by the residual phase analysis. The deconvolution of the species may be simplified by subtracting the contribution of the starting phase from the total experimental data, as described above using the RPA, if there is a high degree of confidence about the local structure of the starting phase in the time-resolved measurements and, in addition, if these species are present in the sample at all times of the reaction. The analysis of species remaining after subtracting the known species can be best performed by fitting the theoretical model to the EXAFS data. This procedure reduces the number of variables in the analysis and increases confidence in the results. Therefore, RPA may be most suitable for non-catalysis analysis of complex and dynamic systems such as metalloenzymes. The availability of three-dimensional protein structures and accessibility to the protein data bank (PDB) provide a new means for structural dynamic investigation by XAS. Specifically, the development of time-resolved XAS has the potential to provide detailed structural data in real time and, therefore, can provide invaluable mechanistic insight into enzyme reactions. Using RPA for phase speciation in time-resolved XAS data analysis, in conjunction with available PDB coordinates as structural models, may result in resolving catalytic intermediate states that evolve during enzymatic catalysis.

CONCLUSIONS

In this work, we compared different strategies appropriate for the chemical speciation of heterogeneous mixtures using EXAFS spectroscopy, which include multiple datasets fit, and two new EXAFS modeling techniques: principal component analysis and residual phase analysis. The MDS fit method is most appropriate for mixed systems with a small number of species that are relatively well ordered and characterized. In that case, both the mixing fractions of the species and the local structures around the absorbing element in each species can be reliably obtained.

PCA, the other technique commonly used in statistics, can also be utilized to solve the phase speciation problem of multicomponent mixtures, using their EXAFS data. The unique advantage of this method is its robust, model-independent determination of the number of unique species in the samples. If good experimental standards exist to represent each species, this method can also reliably obtain both the identities and the mixing fractions of all the species in the sample. The main result, however, is that the true number of different species, as given by the number of principal components, remains valid, regardless of whether the identities of the species and their mixing fractions were obtained.

RPA is the last method, which was developed in the course of this work. RPA is the superior technique if both the EXAFS and PCA fail to establish the identities and mixing fractions of the species. This method is particularly powerful if the identities of one or more species in the mixture are known in advance (e.g., the starting phase in the time-resolved EXAFS measurements). In that case, the known phase EXAFS data is subtracted from the experimental data at each time step. The residual phase is analyzed with the fewer number of the adjustable variables providing the best-fit values of the mixing fractions of the residual phases, as well as their local structural characteristics. In addition, this procedure has the promise of application in the analysis of time-resolved XAS of biological systems.
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In the PCA method, the fit of $M_c$ principal components to the $M_c$ experimental references is a linear least-square fit that requires $M_c - 1$ variables (only one variable was used in this work, where two principal components were used). This method of fitting is much less ambiguous than the non-linear least square fit used in the theoretical methods of EXAFS analysis.

We omit the argument of the residual phase EXAFS functions $\chi_R$ and $\tilde{\chi}_R$ because fits may be performed in either $k$ space or in $r$ space.
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