Modeling the Electrophysiological Activities of Breast Tumors with Different Morphologies

Ahmed M. Hassan
Department of Electrical Engineering
University of Arkansas
Fayetteville, USA
amhassan@uark.edu

Magda El-Shenawee
Department of Electrical Engineering
University of Arkansas
Fayetteville, USA
magda@uark.edu

Abstract—Recently, a diffusion-drift model was developed to simulate the biopotential signals and the electric current densities generated by single and few dividing MCF-7 cells, the most studied breast cancer cell line. In this work, the modeling is extended to simulate tumors containing hundreds of dividing MCF-7 cells. The dividing cells are assembled into realistic tumor patterns generated from a multiple-nutrient tumor growth model. Primarily, three tumor patterns are investigated: papillary, comedo and compact. The numerical results show that the tumor induced biopotentials vary significantly with the tumor pattern. In addition, complex tumor patterns can result in a shift of the point of maximum biopotential away from the center of the tumor. These observations can be utilized in the future advancement of the biopotential detection of breast cancer.
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I. INTRODUCTION

It is well known that electrophysiological activities play a role in the regulating the growth and division of healthy and cancerous cells [1]-[2]. However, it was only recently that advances in experimental and numerical techniques have helped shed light on the mechanism by which these electrophysiological activities are generated [1]-[2]. Experimental electrophysiological measurements have shown that MCF-7 cells, the most studied breast cancer cell line, regulate their membrane potential during cell division [3]. These regulations were experimentally associated to variations in the permeability of the membranes of MCF-7 cells to potassium ions [4]. These experimental observations were simulated using a diffusion-drift model in order to understand the propagation of the biopotentials from the vicinity of the cells to a tissue boundary such as the surface of the breast [5]-[6]. The aim of the developed models was to explain the properties of the biopotentials recorded on the surface of the breast of breast cancer patients reported in [7]-[8]. The computational models developed only included single [5] or multiple cells up to 5 [6]. The logical extension of the models is to increase the number of cells to simulate the electrophysiological activity of tumors containing hundreds of dividing cells.

A key question is how to arrange this large number of cells. Tumors in the avascular growth stage exhibit a variety of different patterns which are determined by factors in the tumor microenvironment as well as interactions with healthy cells [9]. A tumor growth model developed by Ferreira et al. was capable of generating most of the common tumor patterns or morphologies such as papillary, comedo (tumor with central necrotic core) and compact [9].

The goal of this work is to simulate tumors with biological accurate patterns containing hundreds of cancerous cells. These biologically accurate shapes are obtained using the tumor growth model of Ferreira et al. reported in [9]. Consecutively, the effect of the tumor morphology on the generated biopotential signals is analyzed.

This paper is arranged as follows. Section II describes the tumor growth model and Section III describes how the tumor patterns are integrated in the diffusion-drift model. The biopotential results are shown in Section IV and the conclusions and future work are detailed in Section V.

II. MULTIPLE-NUTRIENTS TUMOR GROWTH MODEL

The reaction-diffusion tumor growth model developed by Ferreira et al. incorporates two nutrients. The first nutrient is essential for cell division and the second is essential for cell metabolism and survival. The presence of the two nutrients provides an additional degree of freedom which allows the generation of a larger variety of tumor patterns compared to a single nutrient model. Different tumor patterns can be generated by modeling different levels of competition for the two nutrients between healthy and cancerous cells [9]. For example, if there is a high level of competition for the nutrient necessary for cell division between cancerous and healthy cells, the tumor will break into a fractal papillary pattern to increase its outer surface area to gain more access to the nutrients [9]. If there is a high level of competition for the nutrient necessary for cell metabolism between cancerous and healthy cells, cancerous cells become more likely to die and the tumor will develop a central necrotic core which is termed a comedo pattern. A compact tumor pattern is achieved by simulating moderate competition for nutrients between cancerous and healthy cells.

Three tumor patterns are generated: papillary, comedo and compact as shown in Fig. 1a, Fig. 1b and Fig. 1c, respectively, using the tumor growth model of Ferreira et al [9]. In order to
have a fair comparison between the biopotential signals generated by the three different patterns, the three tumors in Fig. 1 were generated to have the same number of cells, 444. In the following section, the incorporation of the tumor patterns into the diffusion-drift model is detailed.

III. DIFFUSION-DRIFT MODEL

The tumor patterns generated in the previous section are incorporated in the computational domain in Fig. 2 such that they all have the same center in addition to an intercellular spacing of 0.25 \( \mu \)m as calculated in [6]. The boundary conditions of the computational domain in Fig. 2 are zero flux at the left boundary to emulate the surface of the breast, periodic boundary conditions at the top and bottom boundaries and Dirichlet boundary conditions at the right boundary using the values reported in [5]-[6].

Changes in the permeability of the membrane of dividing MCF-7 cells disturb the balance of the ions in the extracellular and intracellular media creating diffusion-drift forces that can be described using the Poisson Nernst-Plank and Continuity equations [5]-[6]:

\[
\nabla^2 \phi = -\frac{F}{\varepsilon} \sum m Z_mC_m \\
\bar{J}_m = -D_m \nabla C_m - \mu_m Z_mC_m \nabla \phi \\
\frac{\partial C_m}{\partial t} = -\nabla \cdot \bar{J}_m
\]

where \( \phi \) is the biopotential, \( F \) is Faraday’s constant (96485 C/mol), \( \varepsilon \) is the permittivity of the material (80 \( \varepsilon_0 \) for water under quasi static conditions), \( Z_m \) is the signed valence of ion \( m \), \( C_m \) is the concentration of ion \( m \), \( \bar{J}_m \) is the electric current density of ion \( m \), and \( D_m \) and \( \mu_m \) are the diffusion and mobility coefficients, respectively, of ion \( m \). Potassium \( K^+ \), sodium \( Na^+ \), chloride \( Cl^- \), and negatively charged proteins \( A^- \) are incorporated in (1)-(3) due to their large impact on the membrane potential [10]. Since proteins cannot penetrate the cell membrane, \( A^- \) inside the cells is fixed throughout the simulation at 135mM [5]-[6].

Equations (1)-(3) are solved by discretizing them both spatially and temporally. Implicit temporal discretization is employed for numerical stability [5] and non-uniform spatial discretization is employed to accommodate the contrast in size between the size of the cell and the intercellular spacing [6]. Once discretized, (1)-(3) can be expressed as four systems of equations, one for the biopotential and one for each of the three ions \( K^+ \), \( Na^+ \), and \( Cl^- \). The majority of the computational time of the model is consumed in the solution of these systems of equations. In order to reduce the computational time the solution of these four systems of equations is parallelized using the Portable, Extensible Toolkit for Scientific Computation (PETSc) library [11]-[12]. The PETSc library contains a plethora of different solvers and pre-conditioners for solving systems of equations in parallel [13]. The Enhanced Bi-Conjugate Gradient Stabilized (\( L \)) iterative solver is found to be the optimum solver for the system of equations in (1)-(3). The biopotential system of equations is found to be more ill-conditioned in comparison to the ions systems of equations. Therefore, the optimum pre-conditioner for the system of equations is found to be the Additive Schwarz Method coupled with the drop tolerance Incomplete \( LU \) factorization [12]. The relatively simpler Block Jacobi method coupled with the zero order Incomplete \( LU \) factorization is found to be optimal for the ions systems of equations. Upon the utilization of these parallel solvers a maximum speedup of 15 times is achieved using 56 processors on the Star of Arkansas Supercomputer [11]-[12].

The spatial distributions of the biopotentials generated by the papillary, comedo, and compact tumor patterns are calculated. The cells in each pattern are simulated to have transitions in their membrane potentials similar to those experimentally reported in [3] and numerically simulated in...
The membrane potential of each cell either depolarizes, becomes more positive, hyperpolarizes, becomes more negative or remains quiescent with no change. For each tumor pattern, six cases are considered: (i) all the cells depolarizing, (ii) all the cells hyperpolarizing, (iii) the majority of the cells depolarizing, (iv) the majority of the cells hyperpolarizing, (v) the majority of the cells quiescent, and (vi) equal probability of the cell depolarizing, hyperpolarizing or quiescent.

IV. RESULTS

Fig. 3, Fig. 4, and Fig. 5 show the spatial distribution of the biopotentials when all the cells are hyperpolarizing for the papillary, comedo and compact tumor patterns, respectively. Only the case where all the cells are hyperpolarizing is presented in Fig. 3-Fig. 5 due to space limitations. The other five cases will be presented in the conference. The figures are achieved 49 seconds from the start of the hyperpolarization transition. For clarity two color scales are utilized since the intracellular biopotentials are in the order of mV whereas the extracellular biopotentials are in the order of μV. The intracellular biopotential is shown in shades of gray and the extracellular biopotential is shown in color. The reference zero biopotential for the plots in Fig. 3 is the blood vessel at the right hand side of the computational domain.

In the hyperpolarization transition, the intracellular biopotential becomes more negative changing from -15mV to -42.3mV [5]-[6]. From Fig. 3-Fig. 5, it can be seen that the cancerous cells at the outer perimeter of the tumor are more negative than the cancerous cells in the interior of the tumor. Therefore, the transition is slightly faster in the cells on the outer perimeter of the tumor compared to the cells in the interior. The cells on the outer rim of the tumor have more access to the extracellular plasma and, therefore, any ions released by these cells disperse faster clearing the way for more

Fig. 3: The spatial distribution of the intracellular and extracellular biopotentials for the papillary pattern when all the cells are hyperpolarizing.

Fig. 4: The spatial distribution of the intracellular and extracellular biopotentials for the comedo pattern when all the cells are hyperpolarizing.

Fig. 5: The spatial distribution of the intracellular and extracellular biopotentials for the compact pattern when all the cells are hyperpolarizing.
ions to be dispersed which explains the faster transition at the perimeter of the tumor.

In Fig. 3, the maximum extracellular biopotential is in the gaps in the tumor pattern containing no cancerous cells. This is because any ions released in those gaps have their motion restricted by the surrounding cell boundaries and, therefore, the ions accumulate causing the magnitude of the biopotentials to increase. Also, the biopotential is enhanced in the necrotic core in Fig. 4 because ions released in the necrotic core have their motion restricted by the cells in the outer perimeter of the tumor. As for the compact pattern in Fig. 5, the maximum extracellular biopotential is in the intracellular spacing and it decreases in the intercellular spacing towards the boundary of the tumor.

By comparing the maxima of the extracellular biopotentials colorbars in Fig. 3-Fig. 5, it can be seen that the pattern of the tumor has a significant impact on the generated biopotentials. Moreover, by focusing on the biopotential at the tissue boundary, $x=0cm$, in Fig. 3 it can be seen that the point of maximum biopotential is shifted slightly downwards in comparison to Fig. 4 even though both patterns have the same center. Therefore, it can be concluded that the complexity of the tumor pattern can lead to a shift of the point of maximum biopotential away from the center of the tumor.

V. Conclusions

The biopotential signals generated by tumors with biologically accurate patterns are modeled. Three different tumor patterns, generated using a multiple-nutrients tumor growth model, were studied. The results show that the pattern of the tumor has a large impact on the generated biopotentials. Moreover, the complexity of the tumor pattern can lead to shifts in the distribution of the extracellular biopotentials.

In the biopotential detection of breast cancer, one electrode is typically placed directly above the center of the tumor on the surface of the breast and one electrode is placed away from the tumor similar to the configuration of $V_x$ in Fig. 2. The results show that the point of maximum biopotential may shift in different tumor patterns, and, therefore, a possible future enhancement to the sensor arrangement would be to employ a large array of finely spaced electrodes in order to capture any shift is the biopotential away from the center of the tumor.
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