Imaging 2D Breast Cancer Tumor Margin at Terahertz Frequency using Numerical Field Data based on DDSCAT
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Abstract — This work presents tomography of breast cancer tumor margins in the terahertz frequency band. The discrete dipole approximation is employed to calculate the electromagnetic fields scattered from simulated heterogeneous breast tumors. Two-dimensional Comedo with necrotic core and papillary breast tumor patterns are computer-generated for this investigation. The Rylov approximation is applied to terahertz scattered field data calculated at a line of receivers in the far field from the samples. The obtained tomography images demonstrate a potential for terahertz frequency for identifying and assessment of breast cancer tumor margins.
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I. INTRODUCTION

In the conservative treatment of sufficiently small breast tumors, lumpectomy is the preferred procedure for excising cancerous tissues. In this treatment, the tumor is removed via surgery in addition to a few millimeters of healthy tissue surrounding the tumor. The margins of this removed tumor are examined by pathologists via histo-pathological analysis and classified into one of three types. A positive margin indicates that cancerous tissue exceeds the edge of the healthy margin; a negative margin indicates that there is no cancerous tissue within 1-2mm of the edge; and a close margin indicates that the cancerous tissue lies less than 1 mm of the margin boundary but does not exceed it. In the case of a positive or close margin identified in the excised tissue, a second surgery is required to remove the remaining cancerous tissues.

However, pathology analysis of these margins generally requires several days in order to be processed fully, meaning that any secondary procedure will require the patient to return at a later date. Furthermore, it is reported in [1] that up to 20-70 % of the time, pathology reports indicate the presence of positive margins following the lumpectomy. It is also mentioned that the need for a second surgery at a later date increases the risk of patient breast disfigurement, increases the resource burden on the patient, and decreases patient morale and confidence in the surgeon [1].

As reported in [2], an ideal technique for improving cancer margin assessment would be able to analyze the excision intra-operatively with a sensing depth of at least 1-2 mm. It would furthermore need to provide a 3D image of the tumor surface that is easily read by a surgeon in the operating room. The developed technique would need to be accurate enough to reduce repeated surgery rates by allowing surgeons to detect and remove cancerous tissue within the same procedure as the lumpectomy.

Recently, the terahertz (THz) frequency range has been suggested as a potential tool in the use of cancer detection and classification [3-5]. THz imaging is attractive for its ability to penetrate materials to a depth of several millimeters, giving it an advantage over optical techniques in addressing the concerns reported in [2]. Terahertz waves also lack the polarization energy of x-rays, making them more attractive for in vivo applications, as well as having a higher resolution than microwave imaging. The THz range from 0.01 THz to 2 THz has been shown to be
particularly useful for cancer detection due to noticeable differences in electrical properties between cancerous and healthy tissue in tumors taken from the breast and colon [3-5]. The assertion of inherent contrast of cancerous cells at high frequency has also been suggested in model-based photonics for the early detection of breast cancer [6]. However, the focus of this work is the use of a numerical THz model based on the discrete dipole approximation (DDSCAT). Additionally, the model is not for detecting breast tumors but for investigating the scattering from excised cancerous tissue in the terahertz band.

The authors of this work conducted preliminary experimental THz measurements from very few excised breast tissue samples fixed in formalin and embedded in paraffin (FFPE) [7]. The experimental THz imaging reported in [7] was based on the directly reflected electric field from flat tissue samples. While the reported THz images in [7] were not adequate to assess tumor margins or cancer regions, the conclusions motivated the authors to first conduct modeling and simulation of the problem before proceeding further with the experimental work. An abstract of the current work has been previously presented in conferences [8, 9].

The goal of this paper is to simulate the tomography problem of cancer margins in order to understand the strengths and limitations, if any, of THz techniques for this application. The idea is to employ a modeling technique to calculate scattered electric fields from excised breast tumor samples using the setup diagrammed in Fig. 1 and to implement a computer tomography method to reconstruct the cancer margins. This work adopts the DDSCAT that has proven capability for calculating the scattered electric and magnetic fields from heterogeneous two- and three-dimensional objects [10-14]. To reconstruct the image of tumor margins, the well-known Rytov tomography algorithms will be applied to the synthetic simulated data [15-19]. Section II discusses the modeling methods and section III presents the numerical results. Conclusion and future work are presented in the section IV.

II. METHODOLOGY

A. Tumor model

In this work, the tumor patterns are generated using a multiple-nutrients tumor growth model developed by Ferreira et al. [20]. In the model, two nutrients are employed: (i) nutrient $M$ necessary for survival of the cancerous cells and (ii) nutrient $N$ necessary for the division of the cancerous cells. The utilization of two nutrients provides extra degrees of freedom that can be used to generate a wide variety of histologically accurate tumor patterns. The model is based on the diffusion of the nutrients $M$ and $N$ and the consumption of these nutrients by cancerous and healthy cells [20]. Healthy cells consume both nutrients $N$ and $M$ at a rate of $\alpha$ normalized values per unit time whereas cancerous cells consume nutrient $N$ at a rate of $\lambda_N \alpha$ and consume nutrient $M$ at a rate of $\lambda_M \alpha$. The parameters $\lambda_N$ and $\lambda_M$ are assumed larger than unity to account for the elevated consumption of nutrients by cancer cells. At each time step, the values of the nutrients $N$ and $M$ are updated according to their diffusion and consumption by cancer and healthy cells.

In addition, two cellular activities are implemented: (i) cell division and (ii) cell death. The probability of a cell dividing at a certain pixel is expressed as a function of the nutrient $N$ at that pixel. The probability of a cell dying at a certain pixel is expressed as a function of the nutrient $M$ at that pixel [20]. By varying the parameters $\alpha$, $\lambda_N$, and $\lambda_M$, different tumor patterns can be generated [21]. The particular tumor patterns developed and used in this paper are the Comedo pattern with a central necrotic core and the papillary pattern, as shown in Fig. 2 [21]. Each black square in the figure represents a cancer cell. These tumor
patterns were generated using a square computational domain of size 60×60 pixels [21]. The parameters used to generate the Comedo pattern in Fig. 2 (a) are ($\alpha = 0.032$, $\lambda N = 220$, $\lambda M = 220$), and the parameters used to generate the papillary pattern in Fig. 2 (b) are ($\alpha = 0.05$, $\lambda N = 250$, $\lambda M = 20$). More details about the model implementation and parameters are found in [20-21].

![Fig. 2. (a) Comedo tumor pattern with necrotic core and (b) Papillary tumor pattern [21].](image)

**B. Discrete dipole approximation (DDSCAT)**

For simplicity, in this work a two dimensional (2D) forward model will be implemented using the open source DDSCAT computer code available in serial or in MPI accelerated computer codes [13, 14]. The DDSCAT method is used for calculating the scattered electric fields from a simulated heterogeneous breast sample tissue as demonstrated in Fig. 1. This model is very desirable to simulate objects made of dispersive materials where the target under test is discretized into smaller particles, i.e., dipoles, of size very small compared with the wavelength. Examples of this discretization are shown in Fig. 3.

Each dipole in Fig. 3 can be made of a different anisotropic material. Therefore, the DDSCAT has the advantage of modeling highly heterogeneous targets, which presents a realistic method to model breast cancer tumor tissue. While there are other forward solvers to handle heterogeneous objects such as the finite difference time domain and finite element, among others, the DDSCAT requires that only the target be discretized and not the whole domain, making it attractive from the perspective of CPU time and memory requirements. The accuracy of the DDSCAT was numerically compared with four known methods: the Mie theory, the T-matrix method, the finite element method (ANSOFT HFSS), and the finite difference time domain (numerical FDTD solutions version 5.0) [22].

![Fig. 3. (a) Sketch of a homogeneous object discretized into particles (i.e., dipoles) and (b) heterogeneous medium of irregular boundaries discretized into dipoles (reproduced) [11].](image)

The dipoles of the discretized object in Fig. 3 acquire dipole moments in response to a local electric field. The method converges when $|\mu| kd < 0.5$, where $k$ is the wavenumber, $d$ is the dipole size, and $n$ is the complex index of refraction [10-14]. The method solves for the dipole moments at all dipole positions. The main equation of the open source code and additional details are given in appendix A and in references [10-14].

**C. Linearized inverse scattering technique**

The well-known Rytov algorithm approximates the nonlinear inverse scattering problem as a linear problem [15-19]. Thus the relation of the scattered field phase to the function of the object shape becomes linear. The refractive index of the unknown object is then obtained using the filtered back propagation (FBP) scheme. While Rytov linearized tomography method has the limitation of low contrast between the target and background, it offers implementation simplicity and good results in THz applications [23].

In Rytov approximation, the assumption is that the phase of the scattering field has small variations over a single wavelength. As a result, a linear relationship is assumed between the phase of the scattered field and the target object [16-18]. The relationship between the phase of the scattered and incident fields is expressed as follows [16-18, 24],

$$\psi_s(\vec{r}) = \frac{1}{\psi_{inc}(\vec{r})} \int_{V} G(\vec{r} - \vec{r}') \psi_{inc}(\vec{r}') O(\vec{r}') d\vec{r}' \quad (1)$$
where $\psi_s(\hat{r})$ represents the phase of scattered fields and $\psi_{inc}(\hat{r})$ represents the phase of the incident fields, $\hat{r}$ and $\hat{r}'$ represent the position vectors of the observation and source, respectively, $V$ is the computational volume, $G(\hat{r}-\hat{r'})$ is the dyadic Green’s function, and $O(\hat{r}')$ is the profile of the unknown object to be reconstructed. The Fourier diffraction theorem is employed to reconstruct the profile of the unknown object. There are two possible methods to produce final results: the direct Fourier interpolation (DFI) and the filtered back propagation (FBP) algorithm. The difference between these methods lies in the way that the Fourier transform of the scattered-field data is interpolated. It is proven in [19] that the FBP method produces more reliable results and avoids some artifacts associated with the interpolation in the spatial frequency domain [19].

The Rytov algorithm requires the availability of the scattered fields from multiple incident directions, where the phase of these fields are as shown used in equation (1). In DDSCAT the excitation is a plane wave propagating in the positive $x$-direction (see Fig. 4). To achieve these multiple incident directions in DDSCAT, the target is rotated around the $z$-axis, which is effectively equivalent to rotating the incident directions. Thirty six equally-spaced orientations of the target around its axis are simulated. In each simulation, the fields scattered from the target are calculated. Since the simulation at each orientation is completely independent from the other orientations, an MPI code was developed to call 36 instances of DDSCAT, one for each orientation, in parallel on the STAR of Arkansas supercomputer. This reduces the computational time significantly to 1/36 of the value that would have been necessary if the orientations were run sequentially. Once the unknown index of refraction of the tissue is obtained using equation (1) at each pixel of the domain of Fig. 1, the image is reconstructed. More details can be found in [15-19].

**III. NUMERICAL RESULTS**

All examples in this Section are modeled at frequency $f=1$ THz ($\lambda = 300$ $\mu$m) with 36 incident plane waves at angles evenly distributed around the 2D tumor sample shown in Fig. 1. The scattered electric fields are calculated on a line of 36 receivers of 100 $\lambda$ long and at a distance of 20 $\lambda$ from the center of the simulation domain as shown in Fig. 1.

![DDSCAT model of infinite cylinder](reproduced) [11].

Figure 5 shows the DDSCAT model of the Comedo tumor pattern given in Fig. 1 (a). At 1 THz, cancerous tissue has $\varepsilon_r = 4$ and fibrous tissue has $\varepsilon_r = 3.6$. However, in this setup the cancerous tissue is assumed to have $\varepsilon_r = 1.133$ and the surrounding fibrous (i.e., fibroglandular) tissue background $\varepsilon_r = 1.03$. These values were selected such that the relative contrast between cancer and fibrous tissue is retained as $1.133/1.03 = 1.1$ compared to $4/3.6 = 1.1$ using the actual permittivity values. The lower permittivity values in this model are necessary for the use of Rytov approximation to find the contrast from the scattered field [15], since reconstructing the properties of the cancerous tissue relative to the fibrous background is the main interest of this work. The spacing of the dipoles is set to 0.04 $\lambda$ at 1 THz.

![2D dipole discretization of necrotic breast cancer tumor type using N = 12281 dipoles, tumor size ~1.5mm. Dipole size d = 0.04 λ = 12 μm.](image)
In all cases in this section, the tumor is discretized into $N = 12281$ dipoles with tumor size $\sim 1.5$ mm, and the dipole size is $d = 0.04 \lambda = 12 \, \mu m$ with an infinitesimal gap between dipoles (i.e., distance from center to center between each two dipoles is also $d$). The viability of tomography algorithms in imaging cancer tumor patterns is investigated through several different cancer tissue orientations. In the first example of Fig. 6, the goal is to show whether the algorithm could properly reconstruct the permittivity of cancerous tissue at the middle or the edge of tumor tissue (i.e., for negative and close to positive margins). The results show good reconstruction of cancerous tissue in both cases in Fig. 6. These simulations did not account for any noise.

![Fig. 6. Discretized DDSCAT comedo tumor (top) and reconstructed permittivity (bottom) of (a) a cancerous region with a negative margin and (b) a positive margin.](image)

The case of Fig. 6 is repeated including random noise added to the data, up to SNR of 0 dB. The obtained images showed insignificant difference with Fig. 6 (not presented here). Figure 7 represents a similar case to Fig. 6 but for the papillary tumor pattern. The same relative permittivities of Fig. 6 are used in this case. The results show good image reconstruction as well. In order to determine the algorithm's ability to distinguish heterogeneous regions of fibrous or other normal tissue, the example of Fig. 8 is shown. In this case the permittivity of the cancerous tissue and primary background tissue are the same as in Fig. 6, but a secondary region of fibrous tissue with $\varepsilon_r = 1.08$ is used in the model. The results show successful reconstruction of the permittivity of all three tissue regions.

![Fig. 7. Discretized DDSCAT papillary tumor (left) and reconstructed permittivity (right).](image)

As a final demonstration of the algorithm to show the limitations of Rylov approximation in the application of the THz band, the same setup found in Fig. 8 is repeated with permittivity values corresponding to the actual electrical properties of the modeled tissues at 1 THz [4]. Note that the purpose of this setup is simply to show the need for alternative techniques for determining the shape and properties of the cancerous region when the actual permittivities of the breast tissues are used. For this setup, the tissue types are reclassified into adipose or fat tissue with $\varepsilon_r = 2.5$, fibrous tissue with $\varepsilon_r = 3.6$, and cancerous tissue with $\varepsilon_r = 4.0$. As Fig. 9 shows, the resulting reconstruction of the permittivity is not viable due to the low contrast limitation of the approximation. The reconstructed image in Fig. 9 is clearly severely degraded.

![Fig. 8. Discretized DDSCAT tumor model (left) and reconstructed permittivity (right) of heterogeneous background tissue.](image)
breast cancer samples in order to test the new tomography algorithm on experimental data.

APPENDIX A

In DDSCAT, at position $j$ the dipole moment is related to the electric field as $\mathbf{P}_j = \alpha_j \mathbf{E}_{\text{ext},j}$, where $\alpha_j$ is the polarizability tensor and $\mathbf{E}_{\text{ext},j}$ is the total electric field at dipole $j$ due to both the excitation of incident waves and the interactions with the other $N-1$ dipoles. The electric field at position $j$ due to the dipole position $k$ is given by [10-14],

$$\mathbf{A}_{jk} \mathbf{P}_k = \frac{\exp\left(\frac{ikr_{jk}}{r_{jk}^3}\right)}{1 - ikr_{jk}} \left\{ \begin{array}{c} k^2 r_{jk} \times (\mathbf{r}_{jk} \times \mathbf{P}_k) + \\
1 - ikr_{jk} \\
(r_{jk}^2 \mathbf{r}_k - 3\mathbf{r}_{jk} \times \mathbf{P}_k) \end{array} \right\},$$  \hspace{1cm} (A1)

where $i = \sqrt{-1}$ and $\mathbf{r}_{jk}$ is the position vector between dipole $j$ and dipole $k$. Thus the complex dipole moment can be expressed as,

$$\mathbf{P}_j = \alpha_j \left( \mathbf{E}_{\text{inc},j} - \sum_{k=1}^{N} \mathbf{A}_{jk} \mathbf{P}_k \right),$$  \hspace{1cm} (A2)

which can be arranged in the matrix format,

$$\sum_{k=1}^{N} \mathbf{A}_{jk} \mathbf{P}_k = \mathbf{E}_{\text{inc},j}.$$  \hspace{1cm} (A3)

Equation (A3) requires solving a linear system of equations of order $3N \times 3N$. The factor 3 is due to the vector position nature of the system solution at $x$, $y$, and $z$. For simplicity and reduced CPU time, the target sample is modeled as infinitely periodic targets (2D) with no variation in the $z$-direction as shown in Fig. 4. Once the complex dipole moment is obtained, the electric fields can be calculated at any point as follows [9-13],

$$\mathbf{E}(\mathbf{r}) = \sum_{j \in \Omega} \sum_{m=1}^{N} \left\{ \begin{array}{c} \exp\left(\frac{jkr_{jm}}{R_{jm}}\right) \varphi\left(\frac{R_{jm}}{R_{jm}}\right) \\
\varphi\left(R_{jm}\right) \\
R_{jm}^2 \mathbf{P}_{jm} \end{array} \right\} + \left\{ \begin{array}{c} k^2 R_{jm} \times (\mathbf{P}_{jm} \times \mathbf{r}_{jm}) + \\
3\mathbf{r}_{jm} \times \left(\mathbf{r}_{jm} \times \mathbf{P}_{jm}\right) \\
\mathbf{P}_{jm} \end{array} \right\}.$$  \hspace{1cm} (A4)
where $\mathbf{r}_{jmn} = \mathbf{r} - \mathbf{r}_{jmn}$, $\mathbf{r}$ is the position vector of the field point and $\mathbf{r}_{jmn}$ is the position vector of dipole $jmn$. The vector $\mathbf{p}_{jmn}$ represents the polarization of dipole $jmn$ and $\phi(R_{jmn})$ is a smoothing factor added to reduce the contributions from distant dipoles. In this dipole numbering, $j$ represents dipoles in the unit cell, $m$ and $n$ represent the replica dipoles when 2D periodic boundary conditions are implemented as adopted in this work and is shown in Fig. 4.
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