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ABSTRACT

New opportunities for software-intensive system configurations are arriving on the market; these include cyber-physical, cyber-social, and cloud structures. Because of the convenience and cost-savings opportunities they offer, these capabilities and configurations will be adopted, most likely quickly and at large scale. Some of these configurations, however, have the potential to create (or already are creating) significant unintended problems and vulnerabilities. The author identifies a range of such unintended problems and vulnerabilities, and indicates the types of research and new insights that will be needed so as to allow society to obtain the benefits promised by these emerging opportunities.
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1. INTRODUCTION

A significant opportunity for software practitioners is upon us: the advent of new and highly-capable software-intensive systems configurations. These, when joined with all of the necessary tools, processes, training, reference designs / design patterns, and so forth, can be considered to form a series of new software “eco-systems”. By extending the range of societal problems that can be addressed by software, these new configurations provide us the opportunity to increase further our profession’s value to society. By opening up new levels of equipment-use and power-use efficiency through sharing of resources (e.g., the “cloud”), we can save money and avoid pollution\(^1\); we also can enable our users to make use of their data at an increasing range of locations and situations. By reaching beyond purely computational and data configuration to the world of physical devices (the “internet of things” [8]), we can create new functionality and convenience, while at the same time increasing the efficiency of society in many ways — reducing traffic congestion, improving health-care outcomes, and so forth.

Because of the convenience and cost-savings that these opportunities offer, these capabilities and configurations will be adopted, most likely quickly and at large scale. But experience with systems engineering has taught us that such complex structures often exhibit emergent behavior, that is, behavior that arises from the interaction of the components and features that is more complex than the original components and their apparent interactions [28]. Some of this emergent behavior is desirable; in fact, obtaining this “1+1=3” is often the reason for interconnecting formerly-separate elements together into a larger system. But many systems also exhibit unintended emergent behavior, some of which has significant adverse effects; I term this “unplanned dynamic behavior” [31]. Within the context of the software-intensive system configurations that are considered herein, some of this unplanned dynamic behavior has the potential to create (or is already creating) problems and vulnerabilities for society. Herein, I identify a set of such unintended problems and vulnerabilities, and indicate the types of research and new insights that will be needed so as to allow society to obtain the benefits promised by these emerging opportunities.

I assert that we in the software and systems business have a responsibility to take the initiative in response to the challenge posed by such adverse emergent behavior; our users do not have the requisite skills to address these issues themselves, and whether we intended for our products to be used in this fashion or not — it appears, for example, that the original developers of the internet did not envision it being used to control and synchronize vast numbers of safety-critical physical devices, nor did they consider the possi-

---

\(^1\)[22] reports that data centers alone use 2% of the total U.S. electric consumption, and therefore are a significant source of pollution, comparable to the commercial airline industry. Personal computers, mobile computing and communications devices, etc., all add to the energy and pollution foot-print of our software-enabled devices.
bility that some of the users of the internet would use the technology in destructive or criminal fashion [21] — we are the only ones who can find a safe and effective way for society to realize the benefits that are anticipated from our systems. Furthermore, we are the ones who can select the most appropriate and most cost-effective solutions; if we let politicians or regulators do it, experience suggests that the outcome may be far less desirable than if we were to do it ourselves.

I will discuss some examples of these new software ecosystems, the unintended problems that have emerged, and for each, try to identify the types of improvements required.

2. DISCUSSION OF SPECIFIC EMERGING SOFTWARE ECO-SYSTEMS

Cloud. Let me start with the cloud. Herein, I use the term “cloud” to mean the aggregation of computing and storage into a small number of centralized sites, with a dynamic allocation of computing resources taking place in real-time, in response to dynamic offered load, access controls, and service policies. The goal is to achieve cost-efficiencies and power-efficiencies through higher average utilization levels, while simultaneously (a) decreasing total computing resource required (not all peaks of demand will occur at the same time), (b) enabling more access methodologies (and thereby, user access from more locations, and with higher levels of reliability), (c) allowing much faster provisioning times to new demand (in the limit, essentially provisioning a user or enterprise with additional computing and storage capability in real-time, and also allowing them to release capacity almost instantly when it is no longer required), and (d) doing all of the above while simultaneously improving overall access control, privacy, and security. Whether or not you view this as “back to the past” or something radically new (or a bit of both), the benefits to users and enterprises promised along these lines are so significant that adoption is occurring at a great rate, whether or not the capability is really at an appropriate level of maturity.

Some example indicators that the capability may not, in fact, be yet at an appropriate level of maturity include:

- Frequent difficulty in achieving consistently high average utilization levels; the products appear to hit “turbulence” well below the anticipated levels².
- High levels of configuration errors, and difficulty in diagnosing and correcting them.
- Intense confusion and fear among our users and potential users about the privacy and security aspects of co-mingling their data with that of others, and ignorance of what is happening inside of the cloud.

This collection of indicators manifests itself in a pronounced tendency for enterprises to decide that they need to establish their own cloud(s), rather than sharing a resource with others. In some real sense, the very existence of the term “private cloud” [24] is an oxymoron, and a powerful indicator of the lack of confidence held by our users.

What improvements might correct these issues? Here are some ideas:

- Fine-grained access control, yet with a feasible administrative burden. Many of our administrative tools either are not fine-grained enough to accommodate the needed situational flexibility, or provide that flexibility only at the cost of being complex, labor-intensive, and error-prone to administer. In the limit, one can envision a need for control down to the level of N users x M objects in the addressable computing space. But N and (especially) M are likely to be large enough (and dynamic enough) that establishing, enforcing, and maintaining such fine-grained access control is not feasible. The answer probably lies in the declaration of some dynamic set of access-control policies that can result in a situation where the number of such policies is far smaller than N x M, but at the same time their use does not constrain what the users and their enterprises consider to be the right balance of access and protection, is simple enough that it can be administered by the available personnel (a very material concern), and there exists some method to “prove” / convince the users and enterprise owners of its efficacy. The last item is particularly noteworthy, as it is a key enabler to address the lack of confidence held by many potential users of the cloud (especially the general public).

- High-reliability operations (expressed in terms of availability of service), while never losing or corrupting data. In fact, methods exist to improve availability, prevent data loss, and prevent data corruption, but they all tend to involve replication of some sort, which at the limit runs the risk of diluting the economies-of-scale with the enterprise operators consider the principal point of using the cloud in the first place. Better ways of achieving these goals without diluting the economic advantage of the cloud are required, and more tailorability of the trade-offs to the desires of each enterprise operator are probably required.

- Key management in configurations with unprecedented numbers of encryption keys. I believe that — for all of the obvious reasons — we are heading towards a world where all data will be encrypted, both in motion and at rest [29]. Yet today’s encryption management approaches do not appear to scale to the challenge. We need to know who is actually using a device and requesting to gain access to data — today’s authentication methods are clearly inadequate. We need to create, distribute, backup, recover, and manage huge numbers of encryption keys, without imposing unreasonable burdens for memorizing password, PINs, and the like. We need to encrypt data at rest and in motion, without such encryption becoming a source of data loss (through loss of key, etc.) or access delays. We need all of the above to be usable by the administrators and end-users, without requiring unrealistic levels of training and/or expertise. And, again, we need methods to convince the users and enterprise owners of its efficacy.

- Detecting when people have (perhaps inadvertently) created security holes. Today’s software-intensive devices

²For example, benchmarks performed by our company report that overhead in processing / resource allocation results in many commodity cloud computing elements seldom being able to exceed 40% average utilization.
and systems have large numbers of settable parameters and configuration options. It is far too often the case that some combinations of settings create security vulnerabilities in those systems. It is not reasonable to expect our users (and often, even our system administrators) to be able to acquire the expertise to avoid such situations; we have to create the tools and mechanisms that can detect the creation of such vulnerabilities automatically, and then correct them through a mechanism that can scale to the necessary size and capacity.

Big data. I almost hesitate to talk about “big data”, because so much has already been written about this topic. But there are a few issues that I believe need additional attention:

- One interesting aspect of emerging big data constructs is that as developers, we will know less than we have historically known about the range of data to be processed, its formats, and especially its provenance. How we ought to be going about testing such systems — when the range of data to be encountered, their timing, their capacity are all unbounded — is not clear. What is clear is that delivering systems that create wrong outputs, or fail in some significant manner, is not a good option. There is a rich opportunity here for tools, processes, methods of assessing completeness of testing (and hence, residual risk) that address this issue. For example, how will we get our V&V / testing processes to scale with the larger range of potential input data? Simply doing more testing using conventional approaches is likely to be too expensive and take too long, and will still leave us with significant latent defects. And in any case, our current V&V / testing approaches pretty much assume that we know the range and types of input data a priori; it seems at least possible that such an assumption will not be correct in many emerging circumstances. So what ought we to do? More formal design methods, so as to assure predicted responses to unexpected inputs and data? Techniques — such as the “crowd-sourcing” of test processes — that might scale better? Note that one might argue that the beta-release process widely used in the software business is in fact a form of crowd-sourcing, but it is not clear that this creates use and testing over a range of conditions, rather than having a lot of people repeatedly find the same defect over and over. How do we stimulate off-nominal data inputs and usage in crowd-sourced testing?

- A special case of the above is that increasingly-large portions of the data that our systems need to process come from unvetted sources (e.g., “the net”). How can we provide some sort of “quality / trustworthiness” assessment of the data we are processing, and of the “answers” that we generate? This is a big issue in computer science generally; the internet can provide its users with lots of “answers”, but provides almost no assessment of which of those answers are correct and credible.

Cyber-physical systems. In my own opinion, the most exciting and most important emerging software ecosystem is the cyber-physical one, that “internet of things” described by Ashton [8]. I say this because it appears that there are very material conveniences and efficiencies for society through the interconnection of formerly-stand-alone physical systems to our information networks and data bases, and society intends to obtain those benefits. At the same time, there are gigantic potential liabilities — consider, just as one example, the potential for hackers disabling the brakes on modern automobiles [23]. I believe that society rightly assumes that since our community has special knowledge about how these systems work (and how they could go wrong), we have a special responsibility to take a pro-active role in driving these systems to safe, reliable, and transparent operation; authors such as Wetmore [32] seem to agree. This creates a significant social role for our profession, in addition to our traditional technical role.

Here are a few of the unsolved problems that I see in the cyber-physical opportunity space:

- Authentication. If we are allowing ever-increasing remote and over-the-net mechanisms to send commands and receive status from physical devices, it becomes increasingly important that we actually know who is issuing those commands, and who is asking to receive that status and other data. We all know how weak the standard user-name / password combination is — once captured or compromised by any of a large number of mechanisms, there is essentially no back-stop to prevent “borrowing” an identity — but our profession has not come forward with feasible, scalable, affordable alternatives. Biometrics have appeared at times to be a candidate for this role, but various obstacles (real and perceived) have apparently prevented large-scale adoption. We need better authentication methods that can be used by ordinary people, meet emerging societal standards for privacy, and do not fail catastrophically as a result of a single compromise.

- Built-in protection against unreasonable use. In many circumstances, there are behaviors that are so far off-nominal that local blocks and checks probably should be provided. Examples include disabling the brakes in a passenger car, ordering mechanical devices beyond their designed usage range, and so forth. Yet, in general, our profession does not provide local controls to prevent such usage. If a generator, centrifuge, or other mechanical device has inherent physical limitations (e.g., acceleration, speed, etc.), shouldn’t we be providing inherent protection against command actions that would put the device beyond these physical limitations?

A special case of cyber-physical systems are those that I term “cyber-social”. An example would be the interconnection of electronic health-care records to health-care sensors, data banks with medical test results, billing systems, clinical-management systems, research systems, and so forth. There are a number of potential “1+1=3” effects that arise from such interconnections, and the stakeholders reach far outside of the development and procuring communities; every citizen, for example, has a stake in the emerging network of health-care data processing. Social factors are likely to dominate the discussions around such systems, rather than the technical factors. There is a body of literature that assesses these phenomena, and proposes various approaches,
but this is far from a normal consideration within our field, and seldom does it truly drive technical decision-making. Yet the existing literature suggests that that is exactly what it ought to do. For example, Metlay and Sarewitz [25] address the problem of siting a facility for high-level nuclear-waste disposal, and show how attention paid (or not paid) to the social aspect of the problem can result in a remarkable difference in the efficacy of outcomes, with the social considerations dominating the technical considerations in those circumstances where the social considerations are ignored. Their case study compares U.S. and Swedish approaches, and demonstrates that in the U.S. case, the lack of a suitable approach to the social side of the problem has thus far prevented the technical merits from driving decision-making [17]. Similarly, the public outcry a few years ago over Intel’s announced intention to place unchangeable serial numbers in each of its microprocessor chips [4, 3] — an important enabler for many technical improvements — was evidently pursued without appropriate attention to the social aspects, and eventually (apparently) withdrawn. We are all familiar with the problem of rapidly-escalating health-care costs in the U.S.; many efforts have posited that the use of information technology is a key element of any corrective strategy, but studies [9] indicate that all such efforts to-date — despite impressive levels of spending — have failed. There are indications [18] that the social aspects of this problem at present dominate, and until addressed, will mask the potential effectiveness of technical solutions, just as they have for the nuclear-waste disposal problem.

Some [26, 25] have used the term “wicked problem” to describe these systems-engineering situations where social aspects are on a par with the complexity of the technical aspects. Nixon [26] cites the following characteristics of these sorts of problems:

- Are ill-defined
- Involve many stakeholders with strong and opposing views
- Have conditions that change midstream
- Are misunderstood until a solution is in hand
- After solution, morph into new wicked problems

He further describes the following as key challenges with such “wicked problems”:

- The problem might be too fuzzy / indistinct to permit
- the definition of complete requirements
- The problem might change mid-stream
- The stakeholders might not all agree
- We might not know all of the stakeholders

We must train our personnel to be adept at recognizing these situations, and then provide them with tools and training to cope with the mixture of social and technical elements. For example, Nixon summarizes his approach to addressing such problems as indicated in Figure 1 [26].

However one views the merits of such an approach, this is not what most current computer science practitioners have been taught. Note, however, that there is a conceptual similarity to Boehm’s spiral method [12, 14].

Figure 1: Nixon’s approach to solving wicked problems.

Furthermore, we must allow schedule time and funding within our projects plans to address the social issues, just as we allocate schedule time and funding to the technical issues. We must have profession-wide focus on this matter, which probably ought to result in profession-level guidance, just as we do for technical topics. Boehm [10], for example, says that “. . . the fact that the capability requirements for these products are emergent rather prespecifiable has become the primary challenge”. He also states that “It is clear that requirements emergence is incompatible with past process practices . . . ” [10], and “A system will be successful if and only if it makes winners of its success-critical stakeholders. Losers in win-lose situations will generally either retaliate or refuse to participate, usually leading to a lose-lose outcome” [13]. I would suggest that the implication is that it will become necessary for an increasing number of software and system development practitioners also to acquire domain knowledge of their user’s problems and operating environment. The tendency has instead been, through mechanisms such as integrated product teams, to assume that such knowledge can be brought to the team by domain specialists who will work together with the software and system practitioners. I believe that approach has proven not to be sufficiently robust, and leads to too many poor designs; I believe that a better approach is to get our software and systems experts also to acquire domain knowledge of the problem they are trying to solve. Since Boehm also states [10] that today’s users often “exhibit the “I’ll know it when I see it” syndrome” and “their priorities change with time”, it is easy to see why integrating domain knowledge of the problem into the brains of our software and system designers could lead to more-consistently better results. Fortunately, Boehm has also given us a framework in which to actualize this approach: his 2005 version of the spiral model [11]. This version introduces stakeholder-centric objectives, and supports the approach of having each incremental spiral circle back through some sort of assessment with the user / stakeholders. This will allow a gradual convergence over the course of such a spiral development between our software-intensive systems and the emerging expectations of our increasingly non-technical stakeholders.
3. RELIABILITY AND SAFETY — A SPECIAL CONCERN

Modern commercial passenger jets now achieve more than 1,000,000 hours mean-time-between-hull-loss-failures [5]. While those of us who spend a lot of time flying from place to place are grateful, this forms a striking contrast to the software-intensive products that surround us in our everyday lives. Most software-intensive products are not even assessed or rated for mean-time-between-critical-failure (or any related sort of measure). No consumer is given such information as a guide for product selection. And in fact, few engineers and designers have access to such information, either, unless they did the testing and characterization themselves [27].

There is probably a good reason for this dearth of information — the numbers are awful. I have sponsored such measurements multiple times over the course of my career; here are a few indicative results:

- Actual measured mean-time-between-failures for single desktop computer / application-suite combinations are often in the range of 10 to 100 hours [31]. This is a far cry from the 1,000,000+ hours cited above for a modern commercial airplane, or even the thousand-hour-class mean-time-between-failure of a modern passenger car.
- Enterprises that collect service-level information (and many do) almost never incorporate end-point-device failures into their metrics. If a desktop computer (or similar device) crashes, and time has to be taken to diagnose, re-boot, and perhaps re-enter some data, information about that event seldom gets incorporated into the service-level calculations about availability, reliability, or actual cost impact that the enterprise uses to make decisions. We are very good about collecting service-level information, but often this information is misleading, collecting information about the central elements of our enterprise, but not about the far-more-numerous user devices. In essence, we use our service-level metrics to justify spending less on reliability because we treat the cost of an entire class of failures as zero. Worse, through delegation of administrative and corrective actions (“self-service”), we transfer tasks properly associated with administration and maintenance to our users, and then assume that their time to perform these tasks is without cost.

Yet we increasingly use our computers, applications, devices, and networks for activities that have real societal impact, and increasingly, actual safety impact — think of that micro-controller on the CAN bus in your car [2] that determines how (and if) your brakes operate when you step on the pedal. I assert that we in the software-intensive system business need to systematize our practice, especially to reduce variation in our practice, and hence, variation in our performance [33], and then improve the mean. This probably means standards, model implementations and reference designs, an educational component, and so forth. Before all of that, it will also require some real research into how to achieve these higher levels of reliability. How might we do it?

- Many fewer source lines of code to implement a function. Alan Kay, for example, has long advocated a specific method to accomplish this [20], one based on creating domain-specific language extensions, particular ways of handling system time and control, and other methods.
- Formal methods. Software development today largely follows an empirical method. Various attempts at introducing formal-based methods have been made (e.g., Dijkstra’s 1998 open letter to the computer science community [16]), but these have never really caught on. Their widespread adoption would probably require higher levels of training and expertise on the part of the average practitioner (which is possibly why they have not caught on), but hold the potential for software-intensive systems with many fewer latent defects.
- Model-based development. A particular type of potentially formal development that has caught on in some circles is model-based development [30]. The goal is to describe the required functionality and desired structure of a system in fewer primitive statements (and those machine-readable, and ideally, in some sort of graphical form), both in order to support automatic analysis of the design, and (in some instances) automatic generation of the executable software, with the aspiration that this will result in fewer latent defects (and hence, higher productivity and better reliability). Results are somewhat mixed; there are many complaints that the resulting executable code is often mediocre, and other limitations (e.g., lack of versioning, etc.) have been cited [15].
- Design-for-reliability methodologies. Other domains have explicit methodologies for achieving reliability and accuracy. This is not a strong tendency within the software business; the focus of optimization is much more often on cost of development, time of development, and richness of user functionality. I suggest that the low mean-time-between-failure for software systems that I cited above is the direct result of this lack of focus. There are some striking examples of excellence; the design of the basic internet services, incorporating as it does replication of key data, link redundancy, and the ability to operate over any available path, is an example of a software-intensive system that is well-designed to achieve reliability. We should start a conversation about why many more of our software-intensive systems are not as well designed.
- Far better validation and verification / testing. Software products retain an enormous number of latent defects when they are transitioned into use; the actual number varies considerably with domain, but is almost always significant; based on the data I have seen, one latent defect per 1,000 source lines of code seems like a reasonable rule-of-thumb [19]. Since today’s software-intensive systems have millions of lines of software code (more than 10,000,000 for a modern fighter jet [6, 7] — this could be a real crash; more than 200,000,000 for Windows and Office together), that results in a lot of latent defects. It is not clear whether this latent defect rate reflects overly-complex design, poorly-designed testing, an inadequate amount of testing, or some other combination of causes; in any
case, having tens of thousands of latent defects in software products performing important missions for society cannot be a desirable situation. Probably much more automation in creating a range of test cases and test data, and in performing the actual tests, will be required. One latent defect per 1,000 lines of software code probably sounded adequate when our products had a few tens of thousands of lines of code in them, but as our software products have scaled to 1,000x or more that sort of size, better methods of testing are required. Nor do we seem to have good methods for determining when we have (or have not) done enough testing.

- **We need to emphasize these points equal to — or even more than — time-to-market considerations.** My observation is that our business is very strongly connected to a time-to-market methodology. The U.S. President’s Information Technology Advisory Committee report concluded that “The IT industry spends the bulk of its resources, both financial and human, on rapidly bringing products to market” [1]. Functionality, and especially quality, take second-place to getting to the market at the planned time. I suggest that this will lead to disaster, especially in the cyber-physical domain; latent defects in such systems can cause physical damage, not just require a software re-boot.

4. **A CANDIDATE SUCCESS STRATEGY**

Having introduced unplanned dynamic behavior as a significant root cause of some of our industry’s problems, I would like also to introduce one candidate method for creating designs that are less likely to suffer from such problems. In [31], I provide an analysis of one important mechanism through which unplanned dynamic behavior gets into our systems, and introduce a design-based technique to prevent that particular mechanism from causing such problems. The technique involves explicit design processes that address the design of how one controls dynamic behavior in your system, and is summarized in the Figure 2 (drawn from reference [31]).

In my role as chief engineer and program manager on a number of large system development efforts, I had the opportunity to employ this technique. I have also had the opportunity to compare outcomes of programs that used the technique with those that did not use the technique (normalizing for other factors). A material improvement in system quality resulted from the use of the technique, as indicated in Figure 3 (also drawn from reference [31]).

The vertical axis in the above figure represents a measure of defect-density. As can be seen, the programs that did use the design-based technique had materially-better outcomes (in terms of this measure) than those that did not. This might indicate that the “apparently-intractable” issues that recur continuously in our industry — such as low reliability, high latent-defect rates, and the other measures cited above — in fact can be addressed through suitable engineering techniques, and we can therefore in fact deliver better systems to our customers and to society.

5. **CONCLUSIONS**

New opportunities for software-intensive system configurations — I described those related to the cloud, to big-data, and to cyber-physical and cyber-social opportunities — are arriving on the market. Because of the convenience and cost-savings opportunities they offer, these capabilities and configurations will be adopted, most likely quickly and at large scale. Some of these configurations, however, have the potential to create (or already are creating) significant unintended problems and vulnerabilities.

I indicated examples of such problem areas, the topics for research, and in some cases, even potential avenues of correction. I believe that we are approaching a point-of-inflection; computer privacy issues and hacking in general have generated considerable interest among the general public, and among politicians. If, on top of this concern, there is a major undesirable event of the sort indicated in this paper (e.g., physical damage through a cyber-physical system, continued large-scale privacy-loss events that are accelerated or attributed to the cloud, and so forth), our industry risks control and intervention from the political world that might actually be hugely counterproductive.

We need both to take steps to correct these vulnerabilities, and also to find ways to establish the credibility of our approaches to the general public. I assert that these goals are in fact more important to our industry and our society than the next “killer app”.

We need to talk about how we get these topics on the
table in our development methodologies and projects, and how we create the necessary theoretical, technological, and educational underpinnings.
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