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HoW not to Play tHe gaMe  
oF PsyCHologICal InqUIry

the seven deadly sins of Psychology: a manifesto 
for Reforming the culture of scientific Practice
by chris chambers. Princeton, nJ: Princeton university Press, 

2017. 288 pp. hardcover, $29.95.

In another lifetime, when I was a fresh assistant pro-
fessor at the University of Wisconsin, a colleague and 
I were discussing his research. I asked him, “Yes, 
but how important is this finding really?” He replied 
immediately, “p < .05.” I was a little taken aback to 
hear that this statistical value was a measure of im-
portance. I thought I was somewhat of a lone voice 
because our reputable journals were requesting even 
more inferential statistics to perhaps justify a “sci-
ence” publication. Now, many decades later, Chris 
Chambers offers a manifesto that rightly denigrates 
inferential statistics as part of his list of seven sins of 
psychological inquiry.

the deadly sins
So what are the seven deadly sins and the concomi-
tant commandments that should be followed to lead 
a pure scientific life? First on the list is our intrinsic 
original sin of bias, most notably confirmation bias. 
Psychologists and behavioral scientists are not im-
mune to seeking and favoring evidence that support 
their beliefs and ignoring or denigrating results that 
somehow disagree with these beliefs. It is not neces-
sary to sermonize readers of this journal about this 
persistent bias. Confirmation bias was very appar-
ent in the 2016 election and its aftermath, but it is 

not limited to politics. Mercier and Sperber (2017) 
provide a rationalization for confirmation bias that 
fits well in much of psychological inquiry: Winning 
arguments takes precedence over truth.
 Chambers shows that, even in the context of 
the respected hypothetico- deductive model of the 
scientific method, researchers have evolved various 
techniques to instantiate confirmation bias. Thus this 
venerable method does not ensure that confirmation 
bias does not enter the everyday life of scientific in-
quiry. Our science rewards novel and positive results, 
not negative findings or replications of previous re-
sults in the literature. This payoff system encourages 
investigators to game the system. Thus, the literature 
tends to archive only positive findings; negative find-
ings are demoted to the “file drawer” in good faith or 
even trashed by scientists with less of a conscience.
 Seeking positive results can seamlessly convert 
researchers to Harking (Hypothesizing After Results 
Are Known) and other ritualistic strategies to guaran-
tee success. One strategy is to change the investiga-
tor’s initial hypothesis to one compatible with the 
outcome of the research. Another colleague confided 
to me that once the results were in, he realized how 
his initial predictions from Freudian theory were mis-
guided. Thus, his opinion and resulting publication 
postulated that Freudian theory was able to survive 
yet another critical challenge.
 The second sin is to exploit the hidden flexibility 
we have as researchers to maintain our good standing 
in the club. Inferential statistics provide many ways to 
lie. If an investigator has several possible dependent 
measures to draw from, then the odds of one of them 
being significant are greatly increased. Another strat-
egy is to test additional participants until the magical 
p value is obtained. Another gift of flexibility is that 
we are free to double check the results when they 
disagree with our wishes, but of course there is no 
need to double check the results when they support 
them.
 Chambers captures a variety of flaws encom-
passed in the third sin of unreliability. First on the 
list is our field’s reluctance to replicate (“Replication 
Crisis,” 2017), and when it does occur with different 
outcomes, it is too easily palmed off as not a true 
replication. Handicapping replication research are 
the typical ills of inquiry, including lack of power, 
and statistical fallacies, as well as the societal ills of 
disclosing important details of the study and reluc-
tance to admit being wrong.
 Although it occurs less than it should in our dis-
cipline, replication research also promotes positive 
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over negative results. Replication of an experiment is 
seamlessly relegated to conceptual replication, so that 
a positive outcome can be interpreted as supporting 
the result and interpretation being replicated. A nega-
tive result, on the other hand, can always be pawned 
off as failing to exactly replicate the experiment in 
question.
 The fourth sin is data hoarding. Certainly, we 
see through the egregious belief that “My data are 
my data and are meant only to raise my boat in the 
water.” I have had mixed experiences in requesting 
raw data from colleagues. In the majority of cases, the 
investigators have willingly fulfilled the request. Data 
sharing is important because it is critical that other 
researchers, particularly those with different theoreti-
cal leanings, produce results that can be tested within 
your metatheoretical framework. On a personal note, 
our Fuzzy Logical Model of Perception (FLMP) has 
gained credence because of its descriptions of a va-
riety of results from different laboratories and from 
different investigators with no allegiance to the model 
(Movellan & McClelland, 2001).
 In this reviewer’s mind, perhaps Chambers has 
unearthed only four mortal sins. Although I am the 
first to accept fuzzy boundaries, the next three might 
be considered venial sins in the sense that they build 
on the mortal sins already revealed or deal more di-
rectly with the sociology and business of our disci-
pline.
 The fifth sin is corruptibility. Of course, there 
many reasons that researchers might corrupt their 
research endeavors. There is no shortage of justifi-
cations for a little fraud: achieving tenure to support 
a growing family, helping a graduate enter the mar-
ketplace, convincing yourself that everyone does it, 
being confident that additional research would surely 
come out that way, and many others. Some of the cor-
rupt interventions hark back to the earlier mortal sins. 
Chambers envisions the change from good scientific 
practice to fraudulent misconduct as being separated 
by a thin gray line. As with most dimensions, we can 
envision a continuum between bona fide research 
and outright intentional fraud.
 Chapter 6 explicates the sixth sin of internment. 
A long- lasting barrier to scientific inquiry has been 
publishing. How much has to be compromised to 
make your results public in a respected venue? We 
valued refereed journals because putatively peer re-
viewers have vetted the research published in these 
journals. However, history has taught us that biases 
extend their reach well beyond the individual inves-
tigator. An old case in point is the excommunication 

of researchers who questioned the validity of the ac-
cepted belief that bees have language (Massaro, 1992; 
Wenner & Wells, 1990). More recent examples come 
from a Nobel laureate in chemistry (Massaro, 2012). 
There is obviously a tension between peer review 
validation and open access publishing. We want to 
make our results publicly available, but it is close 
to essential to have them bear the gold star of peer 
review. In this chapter we learn about the debate be-
tween open access and peer- reviewed publication. 
Chambers hopes to convert his readers to open ac-
cess, which would democratize psychological inquiry 
without sacrificing quality.
 The seventh deadly sin is bean counting, a mea-
surement of research prowess that is central to pro-
moting young scientists to elite organizations such as 
prestigious universities and businesses. The author 
uses this soapbox to expose the misleading attractive-
ness of journal impact factor, the priority of obtain-
ing research grants over motivated empirical inquiry, 
and the overly emphasized concern with the order 
of authorship on published research. Like it or not, 
psychological science is also a social endeavor and a 
business. These dimensions retard idealized inquiry. 
In this burgeoning age of artificial intelligence, we 
might ask whether robots could be programmed to 
better direct scientific inquiry in a purely unbiased 
manner.

the commandments
Although Chambers offers solutions to each of the 
sins as they are presented, he devotes a final chapter 
to the strategies that can mitigate them. To guard 
against confirmation bias, the author prescribes 
publicly registering our research intentions before 
we initiate the empirical inquiry. With this recorded 
formulation, the investigator is accountable for this 
inquiry with very little wiggle room. The author 
has already advocated and has had some success in 
finding journals and other forums to implement this 
form of research registration. It remains a question 
whether this constraint will mitigate results contami-
nated by confirmation bias.
 He shares his early personal experience of having 
a paper rejected because “the methods are solid but 
the findings are not very important” (pp. 174– 175). 
Then, about 13 years later, he had a paper rejected 
because it reported a nonsignificant outcome. This 
revealed to him a bias for positive findings and there-
fore an increased likelihood of false positives (sig-
nificant results that are not really significant). This 
led him to undertake, with others, the promotion of 
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Registered Reports (“Registered Replication Re-
ports,” 2017). Within this framework, publication is 
a two- stage process. First, authors submit an intro-
duction, design, and data analysis before any results 
are collected. This submission is evaluated on our 
tried- and- true criteria that have been honed over the 
past century. If it passes muster, then it achieves an 
“in- principle acceptance.” The investigators then 
implement the study, add the results and discussion, 
and submit the paper for publication. The paper is 
published if it adheres to the established criteria, such 
as not including any new embellishments not antici-
pated in the original submission.
 This proposal generated a flood of interest and 
commentary, and as expected, several objections 
permeated the Web. An obvious complaint is that 
researchers can game the system by having the data 
in hand before they submit the stage 1 report. The 
check against this possibility is that the authors are 
required to time- stamp the results and certify that 
they were collected on these dates after the stage 1 
report was accepted. The investigators are still free 
to accumulate lots of pilot data before the stage 1 sub-
mission to hone their stage 1 introduction and design. 
Although this might still be considered gaming the 
system, the effort invested in pilot studies seems to 
have more positive than negative outcomes. Although 
the author reasonably counters several possible ob-
jections, I worry that given the extant milieu of exces-
sive litigation, we are increasing its role in research 
practice.
 Preregistration of experimental research can miti-
gate against the second sin of flexibility because it 
should include sufficient detail about the method and 
the proposed data analysis.
 To preclude the third sin of unreliability, the au-
thor suggests developing a reproducibility index. 
However, there are currently too many options, and 
settling on a single index that will be accepted and 
effective would involve too much effort and expense. 
Such an index might supplement meta- analyses in 
which the previous datasets are analyzed to achieve 
greater power. The proposed safeguards to reduce 
unreliability include attention to power analyses, 
Bayesian statistics rather than null hypothesis sta-
tistical tests, and full disclosure of the details of the 
experimental design, method, and data analyses. At 
least one journal now requires a checklist to ensure 
full transparency of the research details.
 Embedded in the third- sin chapter is the au-
thor’s depiction of a replication strategy within the 
hypothetico- deductive model of the scientific meth-

od. This research strategy can be described as follow-
ing John Platt’s (1964) strong inference, which em-
bellishes Karl Popper’s (1959) idea of a falsification 
research strategy. Ideally, competing hypotheses are 
contrasted against a dataset from an experiment de-
signed to falsify at least one of the hypotheses. Bonett 
(2012) formalizes a valuable replication– extension 
paradigm that considers replication essential to ex-
tensions of previous research.
 In his manifesto, Chambers does not acknowl-
edge the additional safeguards that can be achieved 
by formalizing hypotheses in precise quantitative 
models. The sins of statistical testing can often be 
bypassed by the approach of mathematical psychol-
ogy. Quantitative analysis and mathematical models 
are central to inquiry in which the assumptions being 
made can be quantified and tested exactly. We have 
demonstrated this in our various tests of models of 
processing multiple sources of information (Mas-
saro, 1998). Within this framework, it is possible to 
make theoretical distinctions between single- channel 
models when only one source of information is used 
during any given test event and integration models 
that combine or use multiple sources of information 
on a given trial. This approach has been highly suc-
cessful at distinguishing between various models of 
how multiple sources of information are processed 
in pattern recognition and memory. This approach 
also uses a benchmark describing the goodness of fit 
of a model. The benchmark provides a measurement 
standard that assesses how well the model does rela-
tive to the best possible model given the variability in 
the data. Another central component is to carry out 
individual subject analysis because we know that the 
average across a group of subjects may not reflect any 
of the single subjects that make up the average.
 As a solution to the fourth sin of data hoarding is 
archiving results to make them available to the sci-
entific community at large. Chambers has been part 
of an initiative called the Peer Reviewers’ Openness 
Initiative (2017), which asks authors of submitted 
manuscripts to place their data in a public archive or 
provide a reason for not sharing. Given the proven 
usefulness of big data, one can only hope that we 
will see data sharing as typical practice rather than a 
rarity in the field. Several depositories of databases 
have provided good examples of the value of sharing 
data (databases, 2017).
 Corruptibility could be counteracted by various 
monitoring and profiling activities but most impor-
tantly in my view by emphasizing replication across 
various laboratories. Chambers lobbies for data shar-
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ing for many reasons, and one of these is to facilitate 
meta- analyses. He acknowledges that meta- analysis 
is a valuable endeavor for psychologists, but he does 
not consider the possibility that the abundance of 
meta- analyses must mean that replication is indeed 
occurring.
 Internment, the limited access now available to 
researchers, might be reduced by having open ac-
cess forums (becoming more common with the 
increasing popularity of Internet dialogs). A good 
example of such a forum in speech science is Talking 
Brains (2017), organized by Greg Hickok and David 
 Poeppel.
 Finally, to reduce evaluation by bean counting, 
more emphasis could be placed on methodologi-
cal rigor and theoretical rigor. Chambers ends the 
chapter and the book with concrete steps for reform 
aimed at junior and senior researchers; journals, 
grant funders, professional societies, and universi-
ties; and journalists and citizens.

Potential embellishments
Chambers has contributed significantly to our dis-
cipline both by this book and by his active advocacy 
for improving how our science is practiced. I end 
this review by embellishing various commandments 
and advocating a perspective even more formal than 
is extant. Consider a result that is now being repli-
cated in a registered replication report (Mazar, Amir, 
& Ariely, 2008; “Registered Replication Reports,” 
2017), which concluded that a moral reminder sig-
nificantly reduces cheating. Mazar et al. created a 
problem- solving task and gave their participants an 
incentive to perform well. In one condition, partici-
pants were able to report solving a greater number of 
problems than they actually did, with no risk of being 
caught. However, when participants were given moral 
reminder (recall the Ten Commandments) before the 
task, they reported fewer solved problems than those 
given a neutral reminder (i.e., recall 10 books they 
read in high school).
 Inferential statistics indicated that subjects 
cheated when given the opportunity to do so but not 
when they were given the moral prime before the 
task. Thus, there is evidence that dishonesty can be 
abated when attention is drawn to honesty standards. 
Should we be surprised by this result, and should a 
scientist expect to replicate it with ease? In terms of 
surprise value, religions and families have tradition-
ally used moral reminders to maintain honesty (of 
course, they might not be effective, but we believe 
they are). Mazar et al. (2008) also reported that cheat-

ing across all conditions was much less than possible, 
occurring only 6.7% of the maximum. From this 
small number, we might speculate that the authors 
were close to a floor effect in which their dependent 
variable might be insensitive to their manipulation 
of interest. Thus, we should not be surprised if the 
results were not easily replicated.
 Failing to replicate this finding turned the issue 
into a controversy, but it is not surprising that the 
effectiveness of something like a moral reminder 
would depend on many different conditions and 
other sources of influence effective in the experi-
mental situation. Initially the scientist could attend 
to the ecological domain of moral reminders and the 
other possible influences that could be expected to 
modulate cheating behavior. Then, following my idea 
of an expanded factorial design (Massaro, 1998), the 
scientist could study many obvious variables. The 
participants in the task would be given multiple tri-
als across all of the experimental conditions in or-
der to make individual subject analyses feasible. The 
outcome for each participant could be tested across 
a range of quantitative models. In this way, good-
ness of fit of the models is a deciding factor in terms 
of the best description of how people use multiple 
sources of information to influence potential cheating 
 behavior.
 A good example of this approach was carried out 
by Norman Anderson and his students (Leon, 1980; 
Anderson, 2012). In his analysis they speculated that 
the blame for an act would be a function of Responsi-
bility (Intent) and Consequences (Harm). Evidence 
for this formalization was determined from a factorial 
design experiment in which participants judged the 
naughtiness of hypothetical acts that were described 
by the actor’s intent and the consequences of the act. 
The intent could be an act of malice, displacement, 
or accident. The consequences were four levels of 
severity. The results followed Anderson’s parallelism 
law in which intent and consequences made inde-
pendent and additive contributions to judgments of 
naughtiness. This is a strong formalization because 
it basically relegates all other influences as playing a 
different role.
 Within our competitive research environment, an-
other investigator could very well manipulate another 
source of information, but it should be in the context 
of Leon’s original factorial experiment. This strategy 
would then implement replication and extension in 
the sense that the investigator would expect to rep-
licate the results but also measure some influence of 
yet another variable. For example, an apology might 
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reduce the judgment of naughtiness. On the other 
hand, if this new manipulated variable somehow ne-
gated Leon’s original results, then we have a whole 
new ballgame. And of course this is what we expect 
during a scientific enterprise: to successively puzzle 
through manipulations and results while keeping 
ecological validity in mind.
 We want our research findings to motivate positive 
behavioral interventions. We can look at some posi-
tive interventions in decision making for examples to 
see what kind of experiments led to these interven-
tions that were proven to be effective. One example 
is whether to opt out or opt in when considering 
whether a portion of a person’s earnings should be 
set aside for retirement or a college fund for their 
children. Employees are more likely to enroll in the 
savings program if this is the default setting and thus 
they do not have to actively opt into the program 
(NBER, 2017). If they have to opt in by checking a 
box, then they are less likely to set earnings aside for 
savings. This discussion leads to an insight that per-
haps a successful implementation is more convincing 
than replications in the research literature. If so, this 
is a call to promoting a much closer relationship be-
tween research and application than is currently the 
case.

individual differences
Given the persistent variation across individuals in all 
domains of study, psychological inquiry has to face 
up to how it is going to handle this variation. Clearly, 
inferential statistics is not the answer. Perhaps effect 
size could be valuable, but effect size is necessarily 
measured in a specific experiment in which the effect 
size may be much larger than what would be found 
in a natural setting. This is particularly true in single- 
factor experimental designs in which all influences 
are made as neutral as possible and the influence of 
interest is manipulated across a wide range. This 
would necessarily give a larger measure of the influ-
ence of interest than would be expected from a more 
complex design in which many different sources of 
information are informative (limiting the ecological 
validity of the experiment).
 A personal anecdote comes to mind. We had a col-
loquium from a visiting IBM engineer who criticized 
the scroll mouse (IBM, scroll mouse, this was many 
years ago). Before he could complete his criticism, 
one of our computer scientists blurted out, “I love 
my scroll mouse.” As Samuel Johnson said two and 
a half centuries ago, “What we have long used we 
naturally like” (1775/2002, p. 42). We are not going 

to debate the value of the scroll mouse but simply 
make the point that individual differences are perva-
sive enough for us to believe they make the world go 
around. Importantly, our experience in many ways 
influences our preferences. Obviously the computer 
scientist had mastered the scroll mouse with lots of 
time on task, and it served his purpose very well. 
Moreover, he might have overinterpreted the value of 
the mouse itself as opposed to his acquired expertise 
(which might have been as accomplished with many 
other input devices).
 It is probably premature to attempt to legislate 
an appropriate scientific method without first con-
sidering what can and cannot be accomplished in 
behavioral science. It is probably the case that we 
will have to accept substantial individual differences 
superimposed on most findings of interest. There 
are cases in physical science in which variation is 
accounted for by one or more free parameters within 
a formal mathematical description. Dynamic systems 
have proven to be accurate in predicting a so- called 
attractor toward which a system tends to evolve, for a 
wide variety of starting conditions of the system. The 
end state of the system is a set of numerical values 
that get close enough to the attractor values even if 
the system is slightly disturbed. The mathematical 
description of the dynamics toward the attractor re-
quires free parameters that are a function of the actual 
physical system being modeled.
 Analogous to the attractor example from physi-
cal science, we have shown in our research that the 
FLMP, a general algorithm, describes how people 
integrate multiple sources of information. Individual 
differences are most prominent in terms of the infor-
mation available to perceivers but much less so in 
how the information is processed. Theoretically, it is 
not feasible to attempt to account for the amount of 
information available from each source. Each person 
has a unique genetic makeup, sensory abilities, and 
life experiences that result in large differences in the 
information available in a given situation but perhaps 
not with respect to fundamental algorithms of infor-
mation processing. Thus, there is necessarily a free 
parameter in the model for a given source in order 
to provide a good description of how the multiple 
sources of information are processed.

Retrospective
I applaud Chambers for advocating reform of our sci-
ence and this book for encouraging me to rethink our 
discipline. This book should be required reading for 
all graduate students and, of course, their mentors. 

© Copyright 2018 by the Board of Trustees of the University of Illinois. No part of this article may be  
reproduced, photocopied, posted online, or distributed through any means without the permission of the University of Illinois Press.



124  •  aMerICan JoUrnal oF PsyCHology, sPrIng 2018

I am looking forward to seeing how this revisionist 
view plays out in practice.

Dom Massaro
Department of Psychology, Social Sciences II
University of California– Santa Cruz
Santa Cruz, CA 95064 USA
E- mail: massaro@ucsc.edu
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As long as poverty, injustice and gross inequality 

persist in our world, none of us can truly rest.

—Nelson Mandela (n.d.)

Social psychology suffers from two recurring crises. 
One crisis is about the field’s status as a science. Lack 
of a master theory, failures of replication, and the 
woes of weak statistical methods (Krueger & Heck, 
2017), as well researchers’ sloppiness or downright 
duplicitousness, cast one pall after another (Lilien-
feld & Waldman, 2017; see Pratkanis, 2017, for an 
assertive response therein). The other crisis is the 
absence of a clear domain of application and hence 
a perceived lack of relevance (but see Steg, Buunk, 
& Rosengatter, 2008, for an effort to fix this). Yet we 
live in interesting times (in the Chinese sense of in-
teresting) where challenges abound. How can social 
psychology not be relevant?
 Perhaps the historically most prominent chal-
lenge taken up by social psychology is the problem 
of racism. The study of racism presents a dialectic 
that continues to frustrate many a researcher. On one 
hand, there is a social reality, which is structural and 
systemic. On the other hand, there are the psycho-
logical processes and mechanisms that psychologists 
must prioritize if they want to remain true to their 
field. The pendulum tends to swing more to the indi-
vidual than to the social. Of late, the study of implicit 
bias has been particularly popular, to the point that 
everything that appears to be of consequence is lo-
cated in the person’s head, and beneath the threshold 
of awareness at that (see Mitchell & Tetlock, 2017, 
for a critical analysis). Sociologists since Durkheim 

© Copyright 2018 by the Board of Trustees of the University of Illinois. No part of this article may be  
reproduced, photocopied, posted online, or distributed through any means without the permission of the University of Illinois Press.




