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ABSTRACT

Film cooling remains a critical technology for cooling gas turbine components. In recent years, additive manufacturing (AM) has been used to develop novel film cooling hole designs which significantly increase the film cooling effectiveness. However, engine scale AM builds have imperfections and roughness that can have a noticeable effect on performance. In this study, 9-9-3 shaped film cooling holes were constructed at engine scale using metal AM, specifically direct laser metal sintering (DMLS). These “as built” geometries were characterized through computerized tomography (CT) scans to quantify deviations from holes with design intent, or “as-designed” holes. To evaluate the performance of the “as-built” holes compared to “as-designed” holes, both adiabatic and overall cooling effectiveness were measured experimentally for 5x scale models. The larger scale enabled the use of finite deposition modeling (FDM) to construct hole geometry that closely matched the “as-designed” holes and the CT scans of the “as-built” holes. Two versions of the 9-9-3 hole were studied, the 9-9-3 rounded inlet (RI) hole with rounding at the inlet, and the 9-9-3 rounded inlet and exit (RIE) hole with additional rounding at the hole inlet, and rounding at the hole exit. Results showed that the adiabatic effectiveness and overall cooling effectiveness for the “as-built” holes were similar to the performance of the “as-designed” film cooling holes for both hole geometries tested.
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NOMENCLATURE

\( A_c \) cross-sectional area [mm\(^2\)]
\( D \) hole diameter [m]
\( k \) thermal conductivity [W/m-K]
\( L \) hole length [m]
\( l \) length coordinate along hole axis

\( \dot{m} \) mass flow rate [g/s]
\( N \) sample size
\( P \) hole pitch [m]
\( R_{a} \) arithmetic mean roughness [\( \mu \)m]
RI Rounded Inlet
RIE Rounded Inlet and Exit
\( t \) wall thickness
\( T \) temperature [K]
\( U \) velocity [m/s]
\( z \) surface height [mm]

Greek letters
\( \alpha \) injection angle [°]
\( \delta \) uncertainty
\( \eta \) adiabatic effectiveness
\( \mu \) mean surface height
\( \phi \) overall effectiveness
\( \rho \) density [kg/m\(^3\)]
\( \chi \) coolant warming factor

Dimensionless groups
\( Bi \) Biot number
\( DR \) density ratio
\( I \) momentum flux ratio
\( M \) blowing ratio
\( Nu \) Nusselt number
\( Pr \) Prandtl number
\( Re \) Reynolds number
\( VR \) velocity ratio

Superscripts and subscripts
\( b \) bias
\( c \) coolant
\( DI \) design intent
\( f \) fluid
\( j \) jet
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1. INTRODUCTION

In modern gas turbine engines, extensive cooling of turbine components in the hot section is critical as temperatures can reach up to 1600-1800 °C [1, 2]. An important component of this cooling is film cooling, where relatively cool air from the compressor is routed downstream and ejected through holes in the blades and vanes of the hot section. This ejected coolant creates a thin “film” across the surface, thus maintaining safe material operating temperatures. While the technology has been around for more than half a century, there have been significant changes in recent decades. The development of shaped holes, such as the 7-7-7 shaped hole by Schroeder et al. [3], resulted in improved cooling performance over cylindrical holes [4, 5]. The primary difference between conventional shaped holes and cylindrical holes is the presence of a diffusing outlet, where 7-7-7 refers to the two lateral and forward expansion angles [3], respectively. It is also common to refer to the forward expansion as “laid back”, and the lateral expansion as “fan shaped” [5]. This diffusion reduces jet separation, and thus produces better coolant jet adhesion to the blade/vane surface.

Although traditional shaped holes are manufacture using electron discharge machining (EDM) [6, 7], recent studies have investigated holes made possible only by using additive manufacturing. This includes holes with rounded inlets [8] as well as novel adjoint optimized holes [9]. Evidence has shown that a rounded hole inlet, in contrast to a traditional “sharp” inlet, offers significant improvement to performance [8]. This considered, the design for the baseline case for this study was a nominally 9-9-3 rounded inlet hole, or RI hole.

Additively manufacturing film cooling holes presents unique challenges, notably when using powder bed fusion (PBF) techniques such as direct metal laser sintering (DMLS). DMLS often produces significant roughness in cooling holes which can distort flow and reduce cooling performance as shown by Stimpson et al [6] and Vinton et al. [10]. Examining holes manufactured using DMLS reveals that the majority of this roughness occurs near sharp corners, and that deformations in this region often result in noticeable deviation from design intent. In an effort to resolve this, another hole design used in this study incorporated additional rounding of the inlet as well as rounding of the diffuser exit, and these holes were referred to as rounded inlet and exit holes (RIE). Schematics of the RI and RIE holes can be seen in Fig. 1, where both holes have an injection angle, α = 30°. Note that the schematics show the radius of curvature for the inlet rounding of the RI hole was R = 0.25D, and the inlet and exit rounding for the RIE hole was R = 0.4D and R = 0.2D, respectively. When examining the figure, note that the holes are described as “nominally” 9-9-3, as unforeseen errors in preparing the geometry resulted in irregularities in diffuser shape. Therefore, the true forward and lateral expansion angles are 2.8° and 8.6°, respectively. The upstream side of the diffuser is also tilted forward 2.2°.

To make quantitative comparisons, the adiabatic, or film effectiveness is used to measure the cooling performance of film jets. This effectiveness is defined by [2]

\[
\eta = \frac{T_w - T_{aw}}{T_{\infty} - T_c}
\]

where \(T_{\infty}\) is the mainstream temperature, \(T_{aw}\) is the adiabatic wall temperature, and \(T_c\) is the coolant temperature at exit of the film cooling hole. Using the adiabatic wall temperature isolates the effect of film cooling. To examine the effects of combined internal and film cooling, the overall cooling effectiveness \(\phi\) is used [11]

\[
\phi = \frac{T_{\infty} - T_w}{T_{\infty} - T_c}
\]

where \(T_w\) is the temperature of the conducting wall, and \(T_c\) is the internal channel coolant temperature. Using the overall effectiveness becomes especially useful when considering the surface roughness of additively manufactured holes. This roughness has been shown to improve internal channel and bore cooling [6, 7] by acting in a similar fashion to rib turbulators [12]. Note that overall effectiveness as a representation of heat transfer augmentation due to internal cooling is described by Dyson et al. [11]. In that study, the following relationship for 1-D conduction through the wall was derived

\[
\phi = \frac{1 - \chi \eta}{1 + Bi + \frac{h_{\infty}}{h_c}} + \chi \eta
\]

where \(\chi\) is the coolant warming factor, \(Bi\) is the Biot number, and \(\frac{h_{\infty}}{h_c}\) is the ratio of external to internal heat transfer coefficient (HTC). From this relationship it is clear that correct use of the overall effectiveness requires matching engine conditions, notably for the parameters \(Bi\), \(\frac{h_{\infty}}{h_c}\), and \(\eta\). Although most engine conditions are proprietary, Dyson et al. [11] estimate an engine matched Biot number of 0.1 < \(Bi\) < 1, and McIntic et al. [13] report a \(Bi\) = 0.8. Using nominal values from Bunker [14], a reasonable estimate of HTC ratio is \(\frac{h_{\infty}}{h_c} \approx 2.5\). Note that \(\chi\) was not explicitly determined in this study as Equation 2, rather
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than Equation 3 was used to find experimental $\phi$. $Bi$ may be
found using the equation [15]

$$Bi = \frac{h_{\text{wall}}t}{k_s}$$  \hspace{1cm} (4)

where $t$ is the wall thickness, and $k_s$ is the thermal conductivity
of the solid. Heat transfer coefficients for the external and internal
surface may be found using Nusselt number correlations. The
external heat transfer coefficient is determined using the following
relationship for a flat plate with constant heat flux and turbulent
flow [15]

$$Nu_x = \frac{h_{\text{wall}}x}{k_f} = 0.0308Re_x^{4/5}Pr_x^{1/3}$$  \hspace{1cm} (5)

where $Re$ is the Reynolds number, $Pr$ is the Prandtl number,
subscript $f$ denotes the fluid, and subscript $x$ denotes the location
on the flat plate. For this study, $Nu_x$ was determined using the
wall coordinate location $x$ of the film cooling holes. Note that
Equation 5 is valid when evaluating the flat-plate facility used in
this study, but it is not valid when evaluating a turbine airfoil. The
internal heat transfer coefficient is found using the Dittus-Boelter
equation for heated, fully developed turbulent channel flow [15].

$$Nu_{D_h} = \frac{h_{\text{wall}}D_h}{k_f} = 0.0243Re_x^{4/5}Pr_x^{0.4}$$  \hspace{1cm} (6)

where $D_h$ is the hydraulic diameter of the internal channel.

There are three primary scaling parameters used in film cooling.
These are the velocity ratio $VR$, blowing ratio $M$, and
momentum flux ratio $I$ [2]. For this study the focus will be on $VR$,
as it has been shown to be the optimal scaling parameter with
varying density ratio $DR$ [16, 17]. The velocity ratio and density
ratio are defined as follows

$$VR = \frac{V_j}{V_{\infty}}$$  \hspace{1cm} (7)

$$DR = \frac{\rho_j}{\rho_{\infty}}$$  \hspace{1cm} (8)

where $V$ is the velocity, $\rho$ is the density, and subscript $j$ denotes
the film jet (specifically at the exit of the hole). Internal channel
inlet velocity ratio $VR_c$ is also considered. $VR_c$ is found using
the relationship

$$VR = \frac{V_c}{V_{\infty}}$$  \hspace{1cm} (9)

where $V_c$ is defined at inlet of the coolant channel.

With this understanding, the study presented experimentally
evaluates two film cooling holes at approximately 5x engine scale.
These include the 9-9-3 RI and RIE holes, evaluated using both
the adiabatic effectiveness and overall cooling effectiveness with
internal channel co-flow conditions. Additionally, each of these
cases were evaluated with “as-designed” (AD) and “as-built”
(AB) geometry. As-designed holes maintain the designed ge-
ometry in Fig. 1, and as-built holes capture the deformities and
inherent roughness of metal AM. In total this results in eight dif-
ferent base coupons that were tested, which provided sufficient
data for a thorough understanding of the behavior of the RI and
RIE holes. To accurately resolve the as-built conditions produced

**2. CHARACTERIZATION OF AS-BUILT GEOMETRIES**

An EOS-M280 powder bed fusion printer at Penn State Uni-
versity was used to manufacture two coupons based on the large-
scale studies. Each coupon had five cooling holes that were either
of RI or RIE design. One of the five holes for each design was
scaled up and tested experimentally in this study, although it
should be recognized that there is some variation between each
hole. During manufacture using the EOS-M280, the axis of the
hole metering section was oriented with the build direction (ver-
tical), seen in Fig 2, as this orientation produces the least distortion
from the design intent [18]. A combination of solid, box, and
conical support structures were used to hold the parts to the sub-
strate during the build process. The supports were removed after
the build was annealed to remove residual stresses. The coupons
were made using Inconel 718 with 40 $\mu$m layers. Pictures of
the as-built hole exits can be seen in Fig 3, with a painted ex-
ternal surface. The machine parameters, shown in Table 1, were
consistent between geometries.

An industrial computed tomography (CT) scanner was used to
reconstruct a three-dimensional nondestructive representation of
each as-built hole. With a scanning resolution of 20 $\mu$m (voxel
size), the software’s adaptive surface determination can ascertain
the surface at 1/10th the voxel size [19]. Once the as-built surfaces
of the coupons were deduced, these were directly compared to the
design intent.

Local deviations from the design intent for both cooling
holes are shown in Fig 4. Positive values of deviation indicate

**FIGURE 2: BUILD ORIENTATION OF COUPON WITH A CROSS SEC-
TION SHOWING THE COOLING HOLE ORIENTATION**

(a) (b)

**FIGURE 3: PHOTOS OF THE AS-BUILT HOLE EXITS FOR THE (A) RI
AND (B) RIE HOLES.**
material where no material was intended based on the design. Negative values indicate that there is no material where material was intended. The local deviations are mostly negative suggesting that the holes are oversized relative to the design intent. Cross-sectional slices of the CT scanned surface along the meter axis, such as those shown in Fig. 5 and 6, were used to calculate the cross-sectional area and perimeter of the holes. This cross-sectional area was normalized against design intent and included in Table 2, along with other hole parameters. Note that the values shown in this table are average values determined by measuring all five holes which were manufactured, such that variability is considered. The ± ranges presented for cross-sectional area and hydraulic diameter represent variation across the five holes from the average. The table shows that although both designs are oversized, the metering section of RIE is closer to the design intent. Both holes show a tendency to build poorly along the downward facing region of the inlet fillet, seen at \( l/L = 0.32 \) in Fig. 5 and 6. Note here that \( l \) is the length coordinate, and \( L \) is the overall hole length. Also note that outlet rounding for the RIE impacts the cross section at \( l/L = 0.86 \). Surface roughness as a result of poor build is known to have an impact on flow through channels [18]. The arithmetic mean roughness is found using the relation

\[
R_a = \frac{1}{N} \sum_{i=1}^{N} |z_i - \mu|
\]  

where \( N \) is sample size, \( z \) is the surface height, and \( \mu \) is the mean surface height. The arithmetic mean roughness is a measure of the magnitude of the average distance between the surface and mean fitted surface. For the as-built geometries a plane was fitted to the laidback surface of the diffuser and a cylinder was fit to the metering section of each hole resulting in a Gaussian distribution. The average \( R_a \) between the meter and diffuser sections was within the 1/10th voxel size uncertainty. The resulting average \( R_a \) of the RIE is approximately twice that of the RI. Fig. 7 shows example traces along the laidback surface of the holes. The variations in roughness feature sizes can be seen across these 1 mm traces.

Another geometric scale important to effectiveness is the wall thickness, \( t \). The wall separates the coolant flow from the mainstream flow and the thickness of the wall is proportional to the conduction through the wall which in turn affects effectiveness.
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The design intent wall thickness for this study was $t_{DI} = 3D$. The average wall thicknesses of both AB coupons were within 4% of the design intent (2.0955 mm). The as-built values are reported in Table 2, with standard deviations of 13 $\mu m$. Further detail of this characterization process may be found in [20].

![Figure 7: Traces of Roughness Height on the Layback Surfaces](image)

**TABLE 2: HOle SPECIFICATIONS AND PARAMETERS**

<table>
<thead>
<tr>
<th>Hole</th>
<th>$D_0$</th>
<th>$\Delta D_0$</th>
<th>$t_{DI}$</th>
<th>$Ra$ [(\mu m)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>RI</td>
<td>1.09 ± 0.04</td>
<td>1.21 ± 0.01</td>
<td>0.987</td>
<td>6.5</td>
</tr>
<tr>
<td>RIE</td>
<td>1.04 ± 0.05</td>
<td>1.13 ± 0.02</td>
<td>0.983</td>
<td>12.7</td>
</tr>
</tbody>
</table>

3. EXPERIMENTAL METHODOLOGY

Experimental tests were performed for the 9-9-3 RI and RIE coupons over a range of velocity ratios. These experiments were run with a co-flow internal channel, in an effort to be comparable to previous results found by testing metal AM holes at Penn State University [6, 7].

3.1 Wind Tunnel Facility and Test Section

The experiments were performed in the low-speed, recirculating wind tunnel at the University of Texas at Austin, which was used for many past studies such as [8, 13, 16, 21]. A diagram of the wind tunnel is shown in Fig. 8, where it can be seen that there is a primary “mainstream” flow loop and secondary “coolant” flow loop. Note the operating pressure for the wind tunnel facility is close to atmospheric pressure, and that both flow loops are dried using desiccant to prevent frosting. The primary flow loop is held at a constant temperature of 295K using chilled water in conjunction with a PID controller. Before entering the test section, mainstream flow is conditioned by passing through a series of honeycomb and screens, and then a nearly isotropic turbulent flow is generated using a turbulence grid. In this study, the turbulence intensity in the test section was 3.8%. The secondary flow loop supplies coolant to the coolant channel and film cooling holes. The coolant is air cooled by liquid nitrogen to 246K to satisfy a density ratio $DR = 1.2$. Coolant density was found from the perfect gas law using measurements of temperature at the coolant channel inlet and mainstream. In this study, $DR$ may be found using the coolant inlet temperature as there is minimal coolant warming with smooth wall geometry. For this same reason, note that $T_c$ was measured at the coolant channel inlet for both adiabatic effectiveness and overall cooling effectiveness.

Coolant mass flow rate is measured both upstream and downstream of the test section using an orifice and Venturi flow meter, respectively. The resulting mass flow deficit between the two flow meters may be used in calculating hole $VR$. The orifice meter was calibrated using a laminar flow element, and the Venturi meter was calibrated directly against the upstream orifice meter to minimize bias. Coolant flowrate was controlled by adjusting upstream and downstream valves limiting coolant supply and exhaust. More information on the details of this tunnel can be found in Anderson et al. [22] and Wilkes et al. [21]. Since those works were published, the most significant change has been to the test section, which was redesigned to produce co-flow rather than cross-flow (see Fig. 9).

As shown in Fig. 9, modular design of the test section allowed the authors to swap between different film cooling hole coupons and adjacent surfaces. For experiments measuring adiabatic effectiveness, the surface material was closed cell polyurethane foam with a thermal conductivity of $k \approx 0.03$ W/m-K. For overall cooling effectiveness measurements, the surface material was DuPont Corian with $k \approx 1.0$ W/m-K. Corian’s thermal conductivity produced an engine matched Biot number of $Bi = 0.89$ with the conditions described in §3.3. Surface temperature measurements were made using an infrared camera (FLIR A655sc), which was calibrated in-situ with surface thermocouples. To ensure consistent and optimal emissivity of the surface, all components in the measurement area were painted black. Laterally averaged effectiveness was monitored live for all $VR$ to ensure steady state conditions were reached. Multiple thermocouples and pressure taps were installed at the inlet and exit of the channel to monitor coolant temperature and pressure.

3.2 Manufacture of Test Coupons

Hole coupons were manufactured at the UT facility at nominally 5x engine scale using a fused deposition modeling (FDM) printer. The printer used was a Prusa MK3 printer, which operates using g-code produced by Slic3r based software. Each coupon was printed with the mainstream facing surface flush to the print bed. Adiabatic coupons were printed using polylactic acid (PLA) filament at 15% infill. Jones et al. [8] estimate the thermal conductivity of these coupons to be $k \approx 0.14$ W/m-K. Coupons used for overall effectiveness measurements were printed using a conductive nylon filament (TC Poly Ice 9 Rigid [23]) with thermal conductivity of $k \approx 1$ W/m-K in the build direction (“through-plane”) and $k \approx 4$ W/m-K “in-plane”. As with Corian, the nylon filament was used as its through-plane thermal conductivity produces an engine matched Biot number of $Bi = 0.89$. Note that following manufacturer guidelines [23], the nylon filament required an elevated extrusion temperature of 290°C. Furthermore, a borosilicate glass print surface and glue were implemented to reduce print warping resulting from using 100% infill.
All coupons were printed using a nozzle diameter of 0.4 mm, and the majority of coupons were printed using a "standard" layer height of 0.2 mm. The standard layer height is critical to the conducting coupons to ensure the correct thermal conductivity. Note that using a layer height of 0.2 mm produces some roughness in the AD coupons, and results in some loss of resolution for the AB coupons. To evaluate the impact of using the standard layer height, adiabatic RI coupons were also constructed using a “fine” layer height of 0.05 mm. Experimental results comparing the performance of these coupons are presented in §4.

Images of the hole outlets and inlets of all coupons experimentally tested in this study are presented in Fig. 10. It may be seen in the images that roughness features are reflected in all AB holes. These features were included using computerized tomography (CT) scans of one hole for each geometry characterized in §2. However, there is a noticeable difference between both the AD and AB coupons printed with standard and fine layer height. These considerations will again be discussed further in §4. To validate the internal hole structure of the standard FDM coupons, midplane mockups were created and compared directly to the CT scans in Fig. 11. Major defects at the inlets and outlets of the holes are circled in both the CT scans and the resulting FDM coupons. Also included in the figure are images of the as-designed holes for comparison. When examining the RIE AD image, it should be noted that some of the paint used for contrast unintentionally bled over the outlet rounding feature.

3.3 Experimental Setup and Conditions

Two hole designs were tested: the RI and RIE. For each hole design, an as-designed (AD) version and as-built (AB) version were tested using both an adiabatic and conducting wall. Furthermore, adiabatic versions of the RI AD and RI AB hole constructed with fine layer height were tested, and the results were compared to results with standard layer height. All of these cases are presented in Table 3. Note that because tests for adiabatic effectiveness do not use a perfectly insulating wall, the following 1-D conduction correction was applied for these cases

$$\eta_{\text{corrected}} = \frac{\eta_{\text{measured}} - \eta_0}{1 - \eta_0}$$  \hspace{1cm} (11)

where $\eta_0 = 0.078$ was determined by experimentally measuring surface temperature using a blank coupon with no film cooling. Experimental conditions used in this study are presented in Table 4. With the exception of $DR$, non-dimensional parameters listed are engine matched. For all experiments, density ratio and channel inlet velocity ratio were held constant at $DR = 1.2$ and $VR_c = 0.2$, respectively. Note the density ratio is defined at the exit of the film cooling hole and calculated using the perfect gas law. It may be observed that engine matched parameters of $Bi$ and $h_{\infty}/h_c$ were maintained for overall effectiveness experiments, following the nominal guidelines described in §1. $\eta$ is matched by using the same hole geometry and matching hole Reynolds number $Re_D$.

3.4 Repeatability and Uncertainty

The mean bias and precision uncertainties for some experimental parameters are reported in Table 5.

---

FIGURE 8: DIAGRAM OF WIND TUNNEL FACILITY USED FOR THE STUDY

FIGURE 9: SCHEMATIC OF THE TEST SECTION
TABLE 3: EXPERIMENTAL CASES

<table>
<thead>
<tr>
<th>Case</th>
<th>Design</th>
<th>Type</th>
<th>Material</th>
<th>Build</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>RI</td>
<td>AD</td>
<td>Adiabatic</td>
<td>Standard</td>
</tr>
<tr>
<td>2</td>
<td>RI</td>
<td>AD</td>
<td>Conducting</td>
<td>Standard</td>
</tr>
<tr>
<td>3</td>
<td>RI</td>
<td>AB</td>
<td>Adiabatic</td>
<td>Standard</td>
</tr>
<tr>
<td>4</td>
<td>RI</td>
<td>AB</td>
<td>Conducting</td>
<td>Standard</td>
</tr>
<tr>
<td>5</td>
<td>RIE</td>
<td>AD</td>
<td>Adiabatic</td>
<td>Standard</td>
</tr>
<tr>
<td>6</td>
<td>RIE</td>
<td>AD</td>
<td>Conducting</td>
<td>Standard</td>
</tr>
<tr>
<td>7</td>
<td>RIE</td>
<td>AB</td>
<td>Adiabatic</td>
<td>Standard</td>
</tr>
<tr>
<td>8</td>
<td>RIE</td>
<td>AB</td>
<td>Conducting</td>
<td>Standard</td>
</tr>
<tr>
<td>9</td>
<td>RI</td>
<td>AD</td>
<td>Adiabatic</td>
<td>Fine</td>
</tr>
<tr>
<td>10</td>
<td>RI</td>
<td>AB</td>
<td>Adiabatic</td>
<td>Fine</td>
</tr>
</tbody>
</table>

tion uncertainties were determined using the statistical methods described by Figliola & Beasley [24] and Montgomery & Runger [25]. Uncertainties for calculated parameters were found using the sequential perturbation methods described by Moffat [26]. Repeatability was quantified for the fine RI AD coupon using test-to-test repeatability of the parameter $\bar{\eta}$ over an interval of 16 days. For $VR = 1.67$, test-to-test repeatability was determined to be $\delta_r(\bar{\eta}) = \pm 0.02$. The two curves are in Fig. 12, along with the curve of in-test repeatability. Test-to-test repeatability for all recorded $VR$ is presented in the area averaged plot also shown.

4. RESULTS

Experimental results for all cases are presented in this section. It should be understood that as presented in Table 2, the hole areas of the as-built holes are different that that of the as-designed holes. This was a result of deformities produced during DMLS manufacturing. Therefore, equivalent diameters were determined for the AB builds using the minimum cross sectional areas provided in Table 2. Using these diameters ensures that non-dimensional parameters are accurately represented.
AB geometries differs slightly from that of the other geometries. This would suggest for the RIE-AB hole, it is 4.04 mm. This results in ratios of these cases were run assuming the designed diameter, and a correction to \( VR \) was applied using the equivalent diameter in post-processing.

In Fig. 13, area averaged effectiveness 5-30D downstream for all experimental cases is shown, and data for a 7-7-7 sharp inlet hole is presented for comparison. It may be observed that all rounded inlet 9-9-3 hole geometries outperform the standard 7-7-7 hole. Furthermore, trends of performance are repeatable in both the adiabatic and matched Biot number coupons. While not the primary focus of this study, it may be observed that the RIE-AD hole and RI-AD hole perform similarly. This would suggest that additional rounding at the inlet and exit of the hole does not effect performance for the designed geometry.

Although there appears to be some difference between the AD and AB holes in Fig. 13, there is also variation in \( P/D \). The pitch is the same for all cases, but as noted previously, equivalent diameter varies as a result of the DMLS build process. Consequently, for the RI AB hole, \( P/D = 5.61 \), and for the RIE AB hole, \( P/D = 5.77 \). To compare these results with those of the RI

### TABLE 4: EXPERIMENTAL CONDITIONS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mainstream Velocity, ( U_\infty )</td>
<td>24.9</td>
<td>m/s</td>
</tr>
<tr>
<td>Mainstream Temperature, ( T_\infty )</td>
<td>295</td>
<td>K</td>
</tr>
<tr>
<td>Coolant Temperature, ( T_c )</td>
<td>246</td>
<td>K</td>
</tr>
<tr>
<td>Design Hole Diameter, ( D )</td>
<td>3.8</td>
<td>mm</td>
</tr>
<tr>
<td>Reynolds Number, ( Re_D )</td>
<td>6200</td>
<td>[-]</td>
</tr>
<tr>
<td>Turbulence Intensity, ( Tu_\infty )</td>
<td>3.8</td>
<td>%</td>
</tr>
<tr>
<td>Boundary Layer Thickness, ( \delta_{95}/D )</td>
<td>2.5</td>
<td>[-]</td>
</tr>
<tr>
<td>Wall Thickness, ( t )</td>
<td>11.4</td>
<td>[mm]</td>
</tr>
<tr>
<td>Biot Number, ( Bi ) (Corian surface)</td>
<td>0.89</td>
<td>[-]</td>
</tr>
<tr>
<td>HTC Ratio, ( h_\infty/h_c ) (Corian surface)</td>
<td>2.5</td>
<td>[-]</td>
</tr>
<tr>
<td>Coolant Channel Height, ( H_c/D )</td>
<td>3.4</td>
<td>[-]</td>
</tr>
<tr>
<td>Density Ratio, ( DR )</td>
<td>1.20</td>
<td>[-]</td>
</tr>
<tr>
<td>Coolant Jet Velocity Ratio, ( VR )</td>
<td>0.35 - 3.33</td>
<td>[-]</td>
</tr>
<tr>
<td>Channel Inlet Velocity Ratio, ( VR_c )</td>
<td>0.20</td>
<td>[-]</td>
</tr>
</tbody>
</table>

### TABLE 5: MEAN BIAS AND PRECISION UNCERTAINTY

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( \pm \delta_p )</th>
<th>( \pm \delta_h )</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mainstream Velocity, ( U_\infty )</td>
<td>0.1</td>
<td>0.01</td>
<td>m/s</td>
</tr>
<tr>
<td>Mainstream Temperature, ( T_\infty )</td>
<td>0.01</td>
<td>0.1</td>
<td>K</td>
</tr>
<tr>
<td>Coolant Temperature, ( T_c )</td>
<td>0.1</td>
<td>0.1</td>
<td>K</td>
</tr>
<tr>
<td>Upstream Mass Flow Rate, ( \dot{m}_\alpha )</td>
<td>0.03</td>
<td>0.2</td>
<td>g/s</td>
</tr>
<tr>
<td>Downstream Mass Flow Rate, ( \dot{m}_\nu )</td>
<td>0.04</td>
<td>0.2</td>
<td>g/s</td>
</tr>
<tr>
<td>Density Ratio, ( DR )</td>
<td>0.0002</td>
<td>0.0007</td>
<td>[-]</td>
</tr>
<tr>
<td>Velocity Ratio, ( VR )</td>
<td>0.01</td>
<td>0.07</td>
<td>[-]</td>
</tr>
<tr>
<td>Channel Inlet Velocity Ratio, ( VR_c )</td>
<td>0.001</td>
<td>0.002</td>
<td>[-]</td>
</tr>
<tr>
<td>Overall Effectiveness, ( \phi )</td>
<td>0.001</td>
<td>0.02</td>
<td>[-]</td>
</tr>
<tr>
<td>Adiabatic Effectiveness, ( \eta )</td>
<td>0.002</td>
<td>0.02</td>
<td>[-]</td>
</tr>
</tbody>
</table>
and RIE AD holes, which had $P/D = 6$, adjustments to $\eta$ values were made to determine the equivalent $\bar{\eta}$ for the AB holes for $P/D = 6.0$. The superposition technique for these adjustments is described by Bogard & Thole [2]. Following this superposition, $\bar{\eta}$ values were re-plotted in Fig. 14. Note that $\phi$ is not adjusted as the same superposition technique may not be used for overall effectiveness. In Fig. 14, it may be seen that the performances of the AB and AD geometries are similar, and do not differ outside of the bounds of uncertainty presented in Table 5. Furthermore, the performances of the RI and RIE AB geometries are also similar.

Additional insights may be made by examining the contours of $\eta$ in Fig. 15-16 and of $\phi$ in Fig. 17-18. Note that wall putty was applied at the seam between the test coupon and the test surface, which creates a thin visible band at $X/D \approx 3$. This band is caused by both the declined emissivity of the wall putty in comparison to the black paint, and the increased thermal conductivity of the material in comparison to polyurethane foam. Also note that the hole diameter varies between the AD and AB cases, the scales of $X/D$ and $Z/D$ in the figures differ over the same measurement area.

Examining the adiabatic effectiveness contours in Fig. 15-16, jet spreading is significant at $VR \approx 0.42$, but the coolant quickly mixes with the mainstream flow and provides minimal cooling far downstream. At $VR \approx 2.50$, the jet narrows significantly, but cools more effectively at the centerline farther downstream. Although not shown for brevity, the peak performing case of $VR \approx 1.25$ provides balance between these two ends of the spectrum. Performance remains high farther downstream, but sufficient jet spreading is maintained. Furthermore, asymmetries and gaps in the jet profile are shown for the AB holes. This is likely caused by the deformities described in §2, but does not appear to significantly effect $\bar{\eta}$ as shown in Fig. 14. Note that although there are asymmetries, jet-to-jet uniformity is good among all adiabatic cases. Although not traditionally seen in DMLS manufactured geometry, this uniformity is present in this study as only one hole was CT scanned for each geometry (RI and RIE). This same hole geometry was used for every hole in the AB coupons.

Examining the overall effectiveness contours in Fig. 17-18, insights may also be made about bore cooling. As expected in a conducting model, there is variation in temperature at the exit of the hole diffuser between the case of $VR \approx 0.42$ and $VR \approx 2.50$. This may be stated as this region is in view of the IR camera. As more coolant is ejected through the hole at higher velocity, internal hole convection increases. Comparing the near hole region of the AB holes to the AD holes in Fig. 18, bore cooling is more significant for the AB holes. The distinction of bore cooling, rather than film cooling is used here as $\phi$ upstream and to the sides of the jet is greater. This region can only be impacted by internal channel and bore cooling effects, and as the coolant channel inlet $VR_c$ is the same among all cases, internal channel cooling upstream of the hole is the same. When examining Fig. 18, also note that there is some hole-to-hole non-uniformity in the jet profile. This may be caused by some artificial hole deformation as a result of FDM printing with nylon, which is a challenging resin to print with. However, at the lower velocity ratio case in Fig. 17, hole-to-hole uniformity is good.

To further examine the effects of bore cooling in the conducting model, laterally averaged overall cooling effectiveness was plotted for the RI coupon at $VR = 0.42$ and $VR = 2.50$ in Fig. 19. In the figure, it may be observed that the peaks of the AB holes are higher than that of the AD holes. However, it must again be considered that $P/D$ differs between the AB and AD geometries. In turn, this comparison is difficult to make, notably downstream of the film cooling hole. Still, it may be seen that there is as much as a 10% increase in $\phi$ in the case of $VR = 2.50$ for $X/D = -2$ to $X/D = 0$. This significant increase in $\phi$ inside the hole may be attributed to increased bore cooling, likely due to rougher walls for the AB case. This increased bore cooling would also augment $\phi$ a short distance downstream of the hole.

As discussed in §§3.2, additional adiabatic RI coupons were constructed with the FDM printer using a “fine” layer height of 0.05 mm, in contrast to the coupons constructed with a “standard” layer height of 0.2 mm. This was an effort to evaluate the effect of layer height on the performance of those coupons. Following completion of these experiments, the results were plotted alongside the standard layer height results in Fig. 20, noting that AB $\bar{\eta}$ values were adjusted to their equivalent value at $P/D = 6$ as in Fig. 14. This was done so accurate comparison can be made between the AD and AB geometry. It may be observed in the figure that the AD coupons perform similarly at both layer heights. This suggests that results found using the standard layer height AD coupons accurately reflect the performance of holes with design intent. However, Fig. 20 also shows a decline in performance for the fine RI AB coupon in comparison to the standard RI AB. This difference is significant and should be evaluated. Insight may also be made by examining Fig. 21 and 22, which display $\bar{\eta}$ and $\eta$ contours, respectively. In Fig. 21, it may be seen that the standard layer height coupon is better performing than the fine layer height coupon for a significant length downstream. However, the difference between the two curves does decline with increasing $X/D$. In Fig. 22, it may be observed that the jet profile appears narrower and there is reduced coverage in the fine layer height case.

![Figure 14: Area Averaged Adiabatic Effectiveness Over X/D = 5 to 30 with Adjusted P/D](image-url)
FIGURE 15: ADIABATIC EFFECTIVENESS CONTOURS AT VR = 0.42

FIGURE 16: ADIABATIC EFFECTIVENESS CONTOURS AT VR = 2.50
FIGURE 17: OVERALL COOLING EFFECTIVENESS CONTOURS AT VR = 0.42

FIGURE 18: OVERALL COOLING EFFECTIVENESS CONTOURS AT VR = 2.50
Note that there is some hole to hole variation in the fine layer height case, notably for the topmost hole in the contour of the fine RI AB at $VR = 2.77$. Some artificial deformation in that hole as a result of the FDM build process may have occurred. However, it can be observed that all holes have lower performance than the standard layer height case. This difference is interesting as in Fig. 10, roughness within the hole is evident in both the standard and fine RI AB hole. It is possible that by reducing the “frequency” of roughness, interaction with the flow changes. Larger valleys between ridges may contain recirculating vortices which prevent distortion of the flow. This same logic may be the reason the AD fine and standard layer height coupons perform similarly.

5. CONCLUSIONS

In this paper, two versions of a nominally 9-9-3 rounded inlet shaped film cooling hole were studied experimentally using both “as-designed” (AD) and “as-built” (AB) configurations. The two versions were a rounded inlet (RI) hole and modified rounded inlet and exit (RIE) hole intended to mitigate deformities caused by metal additive manufacturing (specifically DMLS). Although all test coupons were FDM printed, AD geometries were constructed to match design intent, while AB geometries included deformities and roughness features produced by DMLS at engine scale. These roughness features were captured directly from DMLS printed holes characterized for this study. Some of these geometries were also constructed using two different FDM layer height settings to evaluate the impact of layer height on print quality and performance. Following the construction of test coupons, experimental tests examined both adiabatic and overall cooling effectiveness using a new internal coolant co-flow experimental test section, which allows modular exchange of test surfaces and coupons. Major findings from the results of this study are summarized in the following list.

- As-built geometries printed with a layer height of 0.2 mm performed similarly to as-designed geometries. Current build processes with DMLS may be effective without degrading cooling performance.
- Hole diameter of as-built geometries tended to be oversized. As a result, it is imperative to consider differences in parameters such as $P/D$ when evaluating as-built hole geometries vs those built as designed.
- Additional rounding in the RIE geometries does not appear to significantly improve the performance of the AB geometry printed using a layer height of 0.2 mm. While there is some reduction in deformities, these changes are not significant to the performance recorded in this study.
- Bore cooling in the hole for overall cooling effectiveness cases is significant, and should be considered when evaluating film cooling hole designs. The results of this study suggest that bore cooling is augmented for AB geometries vs AD geometries.
- Differences in FDM printed layer height did not have a significant impact on the performance the RI AD hole, but did have a significant impact on the performance of the RI AB
hole. Flow disruptions caused by smaller scale roughness may be significant.

Following this study, it can be said that DMLS holes manufactured with the hole aligned normal to the print bed may not have significant declines in performance due to manufacturing defects. Development of geometries using this build process should be continued and efforts to maintain that orientation for critical hole locations on blades/vanes should be implemented. While this study effectively examined large scale defects, it should be understood that limitations in capturing small scale surface roughness with FDM printers should be improved upon in future studies. Using other methods of resin based additive such as stereolithography (SLA) may improve print resolution and the ability to capture this roughness. Future studies should also improve experimental analysis by testing a range of $VR_c$.
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