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Abstract—In this paper, we consider a discrete-time information-update system, where a service provider can proactively retrieve information from the information source to update its data and users query the data at the service provider. One example is crowdsensing-based applications. In order to keep users satisfied, the application desires to provide users with fresh data, where the freshness is measured by the Age-of-Information (AoI). However, maintaining fresh data requires the application to update its database frequently, which incurs an update cost (e.g., incentive payment). Hence, there exists a natural tradeoff between the AoI and the update cost at the service provider who needs to make update decisions. To capture this tradeoff, we formulate an optimization problem with the objective of minimizing the total cost, which is the sum of the staleness cost (which is a function of the AoI) and the update cost. Then, we provide two useful guidelines for the design of efficient update policies. Following these guidelines and assuming that the aggregated request arrival process is Bernoulli, we prove that there exists a threshold-based policy that is optimal among all online policies and thus focus on the class of threshold-based policies. Furthermore, we derive the closed-form formula for computing the long-term average cost under any threshold-based policy and obtain the optimal threshold. Finally, we perform extensive simulations using both synthetic data and real traces to verify our theoretical results and demonstrate the superior performance of the optimal threshold-based policy compared with several baseline policies.
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I. INTRODUCTION

With the remarkable development of communication networks and smart portable devices in recent years, we have witnessed significant advances in crowdsensing-based applications (e.g., Google Waze [1] and GasBuddy [2]). These applications provide services to users by resorting to the community to sense and send back real-time information (e.g., traffic conditions and gas prices) [3]. To satisfy the diverse needs of users, such applications need to maintain their knowledge of a set of distributed points of interest (PoI). For example, GasBuddy monitors gasoline prices at a large number of scattered gas stations in a certain area. In order to quickly and accurately respond to users’ requests, the applications need to keep their data fresh. However, given the dynamic changes of the data, maintaining the freshness of data introduces a natural tradeoff between data freshness and update cost. On the one hand, users are unsatisfied if the responses to their requests are outdated; on the other hand, there is a cost for the applications to update their data because updating data relies on user feedback and often requires monetary payment to incentivize users [2], [3].

In fact, the tradeoff between data freshness and update cost does not only exist in crowdsensing-based applications, but also in a wide variety of time-sensitive data-driven applications that require timely information updates [4]–[8]. For example, in stock analysis applications, the server keeps track of the prices of a large number of stocks and generates different versions of the analysis reports for the stocks at certain times, and users send requests to query these analysis reports [8]. To ensure that users receive the real-time analysis of the stock they are trading with, the server needs to retrieve timely information (e.g., various stock market indexes) from the stock market, which incurs an update cost (e.g., bandwidth resources). Similar applications also include news feeds, weather updates, and flight aggregators.

The aforementioned applications have two notable characteristics: First, the server can proactively retrieve information from the information source to update its data, and users need to query the server to obtain the data (i.e., the “Pull” model [5], [7]); Second, the responses to users’ requests (e.g., gas prices) typically do not require significant processing, and the packet size is usually small, making the packet transmission time negligible. However, retrieving the data from the information source introduces a non-negligible cost, which increases the dynamic changes of the data, maintaining the freshness of data introduces a natural tradeoff between data freshness and update cost. On the one hand, users are unsatisfied if the responses to their requests are outdated; on the other hand, there is a cost for the applications to update their data because updating data relies on user feedback and often requires monetary payment to incentivize users [2], [3].
source often requires certain resources and introduces costs. These two characteristics not only distinguish such applications from other ones whose update costs mainly come from service and communication delays \([10]–[12]\) but also lead to the tradeoff between the data freshness and the update cost.

To that end, in this work, we aim to optimize the tradeoff between data freshness and update cost. Specifically, we consider a discrete-time system in the setting where a service provider can proactively retrieve information from the information source and users obtain the data at the service provider by sending requests (see Fig. 1). The freshness of the data received by users is measured by a popular timeliness metric called Age-of-Information (AoI) \([4]\), which is defined as the time elapsed since the most recent update occurred. To represent the dissatisfaction of users receiving stale data, we introduce the staleness cost, which is a non-decreasing function of the AoI (see formal definition in Section III). Clearly, one needs to account for both the update cost and the staleness cost when designing an online update policy.

We summarize our main contributions as follows.

First, we study the tradeoff between the data freshness and the update cost by formulating an optimization problem to minimize the sum of the staleness cost (which is a function of the AoI) and the update cost.

Second, we provide two useful guidelines for the design of optimal update policies. These guidelines suggest that 1) the service provider should update the data only at a point when it receives a request, and 2) the server should perform an update when the staleness cost is no smaller than the update cost.

Third, following these guidelines and assuming that the request arrival process is Bernoulli, we reformulate our problem as a Markov decision process (MDP) and show that there exists a threshold-based policy that is optimal among all online policies, which motivates us to focus on the class of threshold-based policies. Furthermore, we derive the closed-form expression of the average cost under any threshold-based policy and obtain the optimal threshold.

Finally, we perform extensive simulations using both synthetic data and real traces to verify our theoretical results and evaluate the performance of our proposed policy compared with several baseline policies. Our simulation results show that the threshold-based policy outperforms the baselines in more general settings (e.g., when the request arrival process is non-Bernoulli).

The remainder of this paper is organized as follows. We first discuss related work in Section II. The system model is described in Section III. Two guidelines for designing update policies are provided in Section IV. Then, we prove that our MDP formulation admits an optimal threshold-based policy and derive the optimal threshold in Sections V and VI, respectively. Finally, we present the numerical results in Section VII and conclude our paper in Section VIII.

II. RELATED WORK

Ever since the concept of AoI was introduced in \([4]\), the study on the AoI has attracted a lot of research interest. There is a large body of work that provides detailed analyses on the AoI performance of information-update systems under different queueing models (M/M/1, M/D/1, etc.) and scheduling policies (FCFS, LCFS, etc.) \([13], [14]\).

Another important line of research focuses on AoI minimization. One specific type of optimization problem, which is similar to our work, is the joint minimization of AoI and certain costs \([15]–[17]\). In \([15]\), the authors consider a discrete-time system where an information source is monitored over a communication channel with a transmission cost. They investigate the optimal policy for minimizing the sum of transmission cost and the inaccuracy of the state information at the monitor. It turns out that the optimal policies also have a threshold-based structure. Note that in their model, they assume that the source is governed by a random walk process and there are no users, which is different from ours. A similar source monitoring problem is considered in \([16]\), where the goal is to minimize the sum of transmission costs and an unknown, time-varying penalty function of the AoI. They consider both single-source and multi-source scenarios and propose online learning algorithms with provable regret. In \([17]\), the authors consider a source-monitor pair with stochastic arrival of updates at the source. The source pays a transmission cost to send the update, and its goal is to minimize the weighted sum of AoI and transmission costs. Under the assumption that the update arrival process is Poisson, they propose an optimal threshold-based policy. Their work differs from ours in their continuous-time setting and no user involvement.

Along this line, researchers have also considered AoI minimization with constraints (see a survey in \([18]\)). The considered constraints can be viewed as a special type of update cost. For example, in wireless networks, the update of data consumes wireless channel resources. Therefore, the number of packets that can be transmitted depends on the interference model \([19]\). Similarly, for caching services, the cache server can only update certain contents at a time due to the capacity constraint \([20]–[23]\). Another example is the energy constraint \([24]–[27]\), which is common in energy-constrained IoT systems. In these models, the update cost is usually imposed as a constraint of the optimization problem.

While the tradeoff between AoI and costs has been studied, most of them fall into the category where the costs primarily come from service (e.g., CPU cycle and storage) and/or communication (e.g., channel resources, delay, and energy consumption) caused by large packet size, which is different from our model, where the packet size is usually small and the update costs come from the retrieval of data from the information source. In addition, we also emphasize users’ perspective in our model (i.e., the “Pull” model \([5], [9]\), where users can proactively query the server to obtain the data.

III. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a discrete-time information-update system that consists of an information source, a service provider (or server for short), and multiple users (see Fig. 1). The server can communicate with the information source and update its data
with the latest information. The users need to query the server to obtain the data.

We consider an aggregated arrival process formed by the requests from all the users (which will be assumed as Bernoulli process in Section III for further analysis). The requests arrive at the beginning of the time-slot, and the server replies to the requests with the most recently updated data at the end of a time-slot. We use the metric Age-of-Information (AoI) to measure the freshness of data, which is defined as the time elapsed since the most recent update. For ease of exhibition, we assume that the AoI drops to 0 after the update at the end of a time-slot.\[Fig. 2\] The evolution of \(\Delta(t)\) is as follows:

\[
\Delta(t) = \left\{ \begin{array}{ll}
\Delta(t - 1) + 1, & \text{if } u(t) = 0; \\
0, & \text{if } u(t) = 1,
\end{array} \right.
\]

where \(u(t)\) indicates whether the server updates the data at time-slot \(t\). We assume that the time-slot is indexed from 1 and the initial AoI also equals 1, i.e., \(\Delta(1) = 1\). Let \(u_i\) denote the \(i\)-th update time. Then, an update policy \(\pi\) can be denoted by the update times: \(\pi \triangleq \{u_1^\pi \}_1^\infty\). An illustration of a typical AoI evolution is shown in Fig. 2.\[Fig. 2\] To reflect the dissatisfaction level of the users when they receive stale data, we also introduce a staleness cost for each response of the server. Specifically, the staleness cost is defined as a penalty function \(f(\Delta)\) of the AoI \(\Delta\), where the function \(f: [0, \infty) \rightarrow [0, \infty)\) is assumed to be measurable, non-negative, and non-decreasing. For simplicity, we let \(f(0) = 0\).

At the beginning of each time-slot, the server can decide whether to update the data or not. If it does, it needs to pay a constant update cost \(p\) and receives the latest data from the information source at the end of time-slot. To avoid the staleness cost, the server can first update the data and then reply to the request with the latest data. Let \(r_j\) be the arrival time of the \(j\)-th request. After the server receives the request at \(r_j\), if the server chooses to update the data before replying to the request, its AoI drops to 0 after the update and its staleness cost becomes \(f(0) = 0\). In such a case, the server needs to pay an update cost \(p\) though. Otherwise, if the server does not update and replies with the current local data, the server needs to pay a staleness cost \(f(\Delta(r_j))\).

Assume that the number of updates during the process of serving \(N\) requests under policy \(\pi\) is \(U^\pi(N)\), i.e.,

\[
U^\pi(N) = \max \{i | u_i^\pi \leq r_N\}. \tag{2}
\]

Then, the total cost of serving \(N\) requests, which is the sum of update costs and the staleness costs, is defined as

\[
C^\pi(N) = \sum_{j=1}^{N} f(\Delta(r_j)) + pU^\pi(N). \tag{3}
\]

The objective is to find an update policy \(\pi\) that minimizes the long-term average expected cost per request (or average cost for short), which is defined as

\[
\bar{C}^\pi = \lim_{N \to \infty} \frac{E[C^\pi(N)]}{N}, \tag{4}
\]

\[\text{where the expectation is taken over the randomness in the arrival process and the update policy. Here, we assume that the limit of average cost under policy } \pi \text{ exists. We focus on the set of online policies, denoted by } \Pi, \text{ under which the information available at time } t \text{ for making update decisions includes the update history, the arrival times of requests that arrive until } t, \text{ and the update cost } p. \text{ Then, we can formulate the following optimization problem:}
\]

\[
\min_{\pi \in \Pi} C^\pi. \tag{5}
\]

IV. GUIDELINES FOR ALGORITHM DESIGN

In this section, we provide two useful guidelines for the design of efficient update policies. Through a sample-path-dominance argument, we show that policies following these guidelines can achieve a lower total cost than those that do not. Therefore, we can reduce the search space of problem (5) to a certain class of online policies.

A. Reactive Policies

In this subsection, we present our first guideline for the design of update policies. As described in Section III, the server can update the data at any time. However, we show that to achieve a lower total cost, it is sufficient for the update policy to just consider updating the data immediately upon receiving a new request. We call such policies Reactive Policies as the server does not need to update the data when there is no request. We use \(\Pi^R\) to denote the set of reactive policies:

\[
\Pi^R \triangleq \{\pi \in \Pi | u_k^\pi \in \{r_j\}_j=1^\infty \text{ for all } k\}. \tag{6}
\]

Next, we show that restricting to reactive policies does not incur any performance loss.

Lemma 1. For any policy \(\pi \in \Pi\), there exists a reactive policy \(\pi' \in \Pi^R\) that achieves an average cost no larger than that of policy \(\pi\), i.e., \(C^\pi' \leq \bar{C}^\pi\).

We provide the detailed proof in Appendix A and explain the key ideas as follows. Intuitively, postponing the update until a request arrives does not increase the total cost because the total number of updates remains the same, but doing this achieves a lower staleness cost since the update time is closer...
to the request arrival time. Therefore, reactive policies can achieve a smaller total cost than those non-reactive policies.

Lemma 1 implies that the search space of Problem (5) can be further reduced from the set of online policies Π to the set of reactive policies ΠR. Now, consider any reactive policy π. Upon receiving a request, the server needs to decide whether to update the data or not before responding. Therefore, we use \( I_j^+ \) to denote the decision made by the server upon receiving the \( j \)-th request for the data at time \( r_j \):

\[
I_j^+ = \begin{cases} 
1, & \text{if the server updates the data at time } r_j; \\
0, & \text{otherwise.}
\end{cases}
\]

### B. Capped Reactive Policies

In this subsection, we present the second guideline for the design of update policies. In Section IV-A, we showed that the reactive policies achieve a smaller or equal average cost by postponing the update until a request arrives. In fact, after the server receives the request, if the staleness cost is no smaller than the update cost, it is better for the server to update the data to avoid a larger staleness cost. Doing so not only leads to a smaller cost for this request but also benefits the next few requests. We use \( \Pi_{R^+} \) to denote the set of reactive policies that satisfy the above guideline:

\[
\Pi_{R^+} = \{ \pi \in \Pi^R | I_j^+ = 1 \text{ for all } j \text{ when } f(\Delta(r_j)) \geq p \}.
\]

That is, for any policy \( \pi \in \Pi_{R^+} \), it must update the data when the staleness cost is no smaller than the update cost; otherwise, it can choose to update the data or not. We call such policies Capped Reactive Policies because the staleness cost of such policies is capped by the update cost. Fig. 3 illustrates the relationship between \( \Pi^R \) and \( \Pi_{R^+} \). Note that the condition \( f(\Delta(r_j)) \geq p \) can also be expressed as \( \Delta(r_j) \geq \Delta^* \), where \( \Delta^* \) is the smallest AoI such that the staleness cost is no smaller than the update cost, i.e.,

\[
\Delta^* = \min \{ \Delta | f(\Delta) \geq p \}. 
\]

(7)

In the following, we show that restricting to capped reactive policies does not incur any performance loss.

Lemma 2. For any policy \( \pi \in \Pi^R \), there exists a capped reactive policy \( \pi^+ \in \Pi_{R^+} \) that achieves an average cost no larger than that of policy \( \pi \), i.e., \( \bar{C}_{\pi^+} \leq \bar{C}_\pi \).

We provide the detailed proof in Appendix B and explain the key ideas in the following. Upon receiving a request, policy \( \pi^+ \) performs an update if the staleness cost is no smaller than the update cost. Compared to policy \( \pi \) that does not make such an update, doing so incurs an update cost for policy \( \pi^+ \), but it avoids a larger staleness cost. Besides, it also reduces the staleness cost for the requests that arrive thereafter. Therefore, policy \( \pi^+ \) can achieve a total cost no larger than that of policy \( \pi \).

By Lemma 2, we can further reduce the search space to the class of capped reactive policies ΠR+. Therefore, Problem (5) can be further reduced to the following:

\[
\min_{\pi \in \Pi_{R^+}} \bar{C}_\pi.
\]

(8)

---

**Fig. 3:** The relationship between online policies Π, reactive policies ΠR, capped reactive policies ΠR+, threshold-based policies ΠT, an overall optimal policy \( \pi^* \) (see Theorem 1), and an optimal threshold-based policy \( \pi(\tau^*) \) (see Corollary 1). Note that policy \( \pi(\tau^*) \) is also an overall optimal policy and could be the same as policy \( \pi^* \) in some cases.

Till this point, we do not make any assumption on the request arrival process. The aforementioned guidelines can be applied to general request arrival processes. In the following, unless otherwise specified, we focus on the capped reactive policies ΠR+. This capped property plays an important role in characterizing the threshold-based structure of an optimal policy for solving the MDP formulation in Section V.

### V. MDP Formulation and Threshold Structure

Under a capped reactive policy, the server makes update decisions upon receiving requests and pays a cost (an update cost or a staleness cost) based on the decision. Naturally, this sequential decision process can be modeled as an MDP. In this section, we assume that the request arrival process is Bernoulli with rate \( \lambda \in (0, 1) \), denoted by Bernoulli(\( \lambda \)), i.e., the probability that a request arrives in a time-slot is \( \lambda \). Then, we reformulate Problem (8) as a discrete-time MDP and show that there exists a stationary threshold-based policy that solves the Bellman equation of the considered MDP and is thus optimal among all online policies.

The MDP formulation has the following key components: \( \{N, S, A_s, p(\cdot | s, a), c(s, a) : n \in N, s \in S, a \in A_s \} \), where

1) \( N = \{1, 2, \cdots \} \) is the set of decision epochs. Under a capped reactive policy, the \( n \)-th decision epoch is the time-slot when the \( n \)-th request arrives.

2) \( S = \{0, 1, \cdots \} \) is the set of system states (which are all possible values of the AoI). We use \( s_n \) to denote the AoI value when the \( n \)-th request arrives.

3) \( A_s \) is the set of actions when the system state is \( s \). Let \( a \in A_s \) denote the possible actions, where \( a = 1 \) means updating the data and \( a = 0 \) means not. Under a capped reactive policy, there are two sets of actions depending on the state \( s \): when the staleness cost \( f(s) \) is no smaller than the update cost \( p \), the only available action is to update, i.e., \( A_{s: f(s) \geq p} = \{1\} \); otherwise, the system can either update or not, i.e., \( A_{s: f(s) < p} = \{0, 1\} \).

4) The transition probability can be calculated as

\[
p(z | s, a) = \begin{cases} 
(1 - \lambda)^{z-1} \lambda, & \text{if } z \geq 1 \text{ and } a = 1; \\
(1 - \lambda)^{z-s-1} \lambda, & \text{if } z > s, f(s) < p, \text{ and } a = 0; \\
0, & \text{otherwise.}
\end{cases}
\]
That is, when the system is in state $s$, if the server updates the data, the system will enter state $z$ ($z \geq 1$) with probability $\lambda z^{-1}$ because the request arrival process follows Bernoulli($\lambda$); otherwise, if the server does not update, under a capped reactive policy, the system will enter state $z$ ($z > s$) with probability $(1 - \lambda) z^{-s-1}$ only when the staleness cost $f(s)$ is smaller than the update cost $p$.

5) The cost at each decision epoch can be expressed as

$$c(s, a) = \begin{cases} p, & \text{if } a = 1; \\ f(s), & \text{if } a = 0. \end{cases}$$

(9)

That is, when the system is in state $s$, updating the data incurs an update cost of $p$; otherwise, there is a staleness cost of $f(s)$. Note that under a capped reactive policy, we always have $c(s, a) \leq p$.

The objective of the MDP is to find a stationary capped reactive stationary update policy that minimizes the long-term average expected cost, i.e.,

$$\min_{\pi \in \Pi} \lim_{N \to \infty} \frac{E_{\pi} \left[ \sum_{n=1}^{N} c(s_n, a_n) | s_1 = s \right]}{N},$$

(10)

where $E_{\pi} [\cdot]$ represents the conditional expectation, given that policy $\pi$ is employed; $s_n$ and $a_n$ are the state and action taken at decision epoch $n$, respectively; and $s$ is the initial state. We emphasize that, unlike traditional MDP formulations that mainly focus on optimization over time, we optimize our objective over users’ requests. This allows us to reduce the state space and thus simplify the analysis. Note that the objective in Problem (10) is the same as that in Problem (8) except that we specify the initial state $s$ in Problem (10). In other words, an optimal policy for Problem (10) is also an optimal policy for Problem (8). Next, we show that there exists an optimal policy for Problem (10) that has a threshold-based structure, which enables us to search for an optimal policy in the class of threshold-based policies (see Section VI). We state this result in Theorem 1.

Theorem 1. There exists an optimal stationary capped reactive policy $\pi^* \in \Pi$ that has a threshold-based structure.

We provide the detailed proof in Appendix C and present an outline of the proof in the following. First, we study a discounted MDP and derive its optimal value function. Second, based on the optimal value function, we derive the Bellman equation of the expected total average cost and show that the Bellman equation has a threshold-based structure. Specifically, the server needs to update the data when the current AoI value (i.e., the state) is no smaller than a certain fixed threshold $s^*$ (see definition in Eq. (23)); otherwise, it does not. Now consider a stationary capped reactive policy $\pi^* \in \Pi$ that makes update decisions based on threshold $s^*$. Apparently, policy $\pi^*$ minimizes the Bellman equation for any state, thus it is an overall optimal policy [29, Chapter V, Theorem 2.1]. The threshold structure of the optimal policy $\pi^*$ indicates that among all threshold-based policies, there is an overall optimal policy (see Fig. 3). This motivates us to search for the optimal threshold-based policy in Section VI.

VI. Optimal Threshold-based Policy

Theorem 1 tells us that we can further reduce the search space from the set of capped reactive policies to the set of capped reactive threshold-based policies. In this section, we formally define threshold-based policies and derive the closed-form expression of the average cost of the threshold-based policies. Using the closed-form expression, we can find the optimal threshold-based policy. Furthermore, we show that the optimal threshold-based policy is also an optimal policy among all online policies.

We begin with the definition of threshold-based policies.

**Definition 1 (Threshold-based Policies).** A policy in $\Pi$ is called a threshold-based policy if it performs updates according to the following rule with a predetermined positive integer threshold $\tau$: for the request arriving at time $r_j$, we have

$$I_j = \begin{cases} 1, & \Delta(r_j) \geq \tau; \\ 0, & \Delta(r_j) < \tau. \end{cases}$$

That is, the server updates the data at $r_j$ before replying if the AoI at $r_j$ is no smaller than threshold $\tau$; otherwise, the server simply replies with the current local data.

We consider an integer threshold because the values of the AoI are integers. Let $\pi(\tau)$ be the threshold-based policy with threshold $\tau$, and let $\Pi^{\tau}$ be the set of all threshold-based policies. Fig. 3 shows the relationship of $\Pi$, $\Pi^{\tau}$, and $\Pi^{\tau}$.

Assume that the request arrival process is Bernoulli, we can derive the closed-form expression of the average cost under any threshold-based policy. We state this result in Theorem 2.

Theorem 2. Assume that the request arrival process is Bernoulli($\lambda$), the staleness cost function is $f(\Delta)$, and the update cost is $p$. Then, for any policy $\pi(\tau) \in \Pi^{\tau}$ with a positive integer threshold $\tau$, the average expected cost can be computed as follows:

$$C(\pi(\tau)) = \frac{\lambda \sum_{t=1}^{\tau-1} f(t) + p}{\lambda(\tau - 1) + 1}.$$

(11)

We provide the detailed proof in Appendix D and present an outline of the proof in the following. Since the request arrival process is Bernoulli, under a threshold-based update policy, the lengths of update intervals are independent and identically distributed (i.i.d.). Thus, the update process is a renewal process. Due to the ergodicity of the process, the expected average cost can be computed as $C(\pi(\tau)) = E[C_k]/E[N_k]$, where $E[C_k]$ and $E[N_k]$ are the expected total cost and the expected number of requests in the $k$-th update interval, respectively. In addition, by exploiting the properties of Bernoulli arrival process, we can further derive the closed-form expressions of $E[C_k]$ and $E[N_k]$, which are shown in the numerator and denominator of Eq. (11), respectively.

With the result in Theorem 2, we can also easily compute the optimal threshold $\tau^*$. In fact, this optimal threshold-based policy $\pi(\tau^*)$ is also an overall optimal policy, which is shown in Corollary 1.
Corollary 1. Assume that the request arrival process is Bernoulli(λ). Then, the threshold of the optimal threshold-based policy π(τ) ∈ ΠT is the following:

\[ \tau^* = \left\{ \arg\min_{\tau \in \{\tau'_{i}, \lfloor \tau'_{i} \rfloor\}} \bar{C}^\pi(\tau) \right\}, \]

(12)

where τ’ is the real number that achieves the smallest expected average cost (i.e., τ’ = arg min_{τ > 0} C^\pi(τ)). Furthermore, the optimal threshold-based policy π(τ*) ∈ ΠT is also an optimal policy among all online policies.

Proof. Theorem 1 states that there exists an overall optimal capped reactive threshold-based policy π* ∈ ΠT ∩ ΠF. For the optimal threshold-based policy π(τ*) ∈ ΠT, we have C^π(τ*) ≤ C^\pi*. On the other hand, since policy π* is an optimal overall policy, we also have C^π(τ*) ≥ C^\pi*. Therefore, we have C^π(τ*) = C^\pi*. This implies that the optimal threshold-based policy π(τ*) ∈ ΠT is also an overall optimal policy among all online policies.

Here, the real number τ’ in Eq. (12) can either be theoretically calculated if the expression of \( \sum_{j=1}^{\lfloor \tau'_{i} \rfloor} f(j) \) in \( \bar{C}^\pi(\tau) \) is known (see below for two examples) or be numerically calculated otherwise. The optimal threshold \( \tau^* \) may not be unique, depending on the staleness cost function \( f \). Also, policy π(τ*) could be the same as policy π* in some cases.

In the following, we provide the average expected cost and optimal threshold when the staleness cost is a linear function and a square function of the AoI, respectively.

Example 1 (A linear staleness cost function). Assume that the request arrival process is Bernoulli(λ), \( f(\Delta) = \Delta \), and the update cost is \( p \). Then, for any policy π(τ) ∈ ΠT with a positive integer threshold \( \tau \), we have

\[ \bar{C}^\pi(\tau) = \frac{\lambda \tau (\tau - 1)/2 + p}{\lambda (\tau - 1) + 1}, \]

(13)

and the optimal threshold \( \tau^* = \left\{ \arg\min_{\tau' \in \{\tau'_{i}, \lfloor \tau'_{i} \rfloor\}} \bar{C}^\pi(\tau) \right\} \), where \( \tau' = (\sqrt{2p\lambda - \lambda + 1} + \lambda - 1)/\lambda \).

Example 2 (A quadratic staleness cost function). Assume that the request arrival process is Bernoulli(λ), \( f(\Delta) = \Delta^2 \), and the update cost is \( p \). Then, for any policy π(τ) ∈ ΠT with a positive integer threshold \( \tau \), we have

\[ \bar{C}^\pi(\tau) = \frac{\lambda \left[ (\tau - 1)^3/3 + (\tau - 1)^2/2 + (\tau - 1)/6 \right] + p}{\lambda (\tau - 1) + 1}, \]

and the optimal threshold \( \tau^* = \left\{ \arg\min_{\tau' \in \{\tau'_{i}, \lfloor \tau'_{i} \rfloor\}} \bar{C}^\pi(\tau) \right\} \), where \( \tau' = \left( \sqrt{2p\lambda - \lambda + 1} + \lambda - 1 \right)/\lambda \approx 36.72 \).

VII. NUMERICAL AND EXPERIMENTAL RESULTS

In this section, we perform extensive simulations and experiments to verify our theoretical results and compare the performance of the optimal threshold-based policy with several baseline policies using both synthetic data and real traces. Throughout this section, we assume that the staleness cost is the AoI itself (i.e., \( f(\Delta) = \Delta \)).

We first evaluate the performance of threshold-based policies with different thresholds in Fig. 4. The setting of the simulations is as follows. The request arrival process is Bernoulli with rate \( \lambda = 0.1 \), and the update cost is \( p = 100 \). The simulation results are the average of 100 simulation runs, where each run consists of \( N = 10^4 \) requests (which is our default setting for the synthetic simulations). We also include a breakdown of the results in terms of average staleness cost \( \bar{a} \triangleq \sum_{j=1}^{N} f(\Delta_j(j))/N \) and average update cost \( \bar{p} \triangleq pU^\pi(\Delta(j))/N \). We observe that the simulation results of average total cost under threshold-based policies perfectly match the theoretical results in Example 1. Clearly, as the threshold increases, the update cost decreases, but the staleness cost increases. This is expected because a higher threshold leads to less frequent updates, which results in a smaller update cost but a larger staleness cost. As a result, the average total cost, which is the sum of the two, first decreases and then increases. The optimal cost \( C^\pi(\tau^*) \approx 36.22 \) is achieved at \( \tau^* = \left\{ \arg\min_{\tau' \in \{\tau'_{i}, \lfloor \tau'_{i} \rfloor\}} \bar{C}^\pi(\tau) \right\} = 37 \), where \( \tau' = (\sqrt{2p\lambda - \lambda + 1} + \lambda - 1)/\lambda \approx 36.72 \).

Next, we compare the performance of the optimal threshold-based policy with several baselines. We consider three baselines: (i) a naive policy, (ii) periodic policies, and (iii) the optimal offline policy. The naive policy is a capped reactive threshold-based policy with a threshold being equal to \( \Delta^* = \lceil p \rceil \). That is, upon receiving a request, this policy naively updates the data when the staleness cost is no smaller than the update cost, otherwise it does not. A periodic policy has a positive integer period \( d \) and updates the data every \( d \) time-slots, i.e., \( u_i = id \) for \( i = 1, 2, \ldots \). Note that a periodic policy is not a reactive policy. Following a similar argument in the proof of Theorem 2, we can show that the average cost under a periodic policy with period \( d \) is \( (p+\lambda d(d-1)/2)/\lambda d \). In the comparisons, we only consider the optimal periodic policy with \( d^* = \left( \sqrt{2p\lambda} \right) \). The optimal offline policy has the exact knowledge of all the request arrival times and is obtained based on the dynamic programming approach. Hence, the average cost under an optimal offline policy can be viewed
as a lower bound of all online policies.

Fig. 5(a) shows the results for the setting with a fixed update cost $p = 50$ and a varying request arrival rate $\lambda$. We observe that the optimal threshold-based policy outperforms all the other online policies and is very close to the optimal offline policy. When the request arrival rate is small, the optimal periodic policy performs poorly. This is because Bernoulli process with a small rate $\lambda$ results in a larger mean (i.e., $1/\lambda$) and a larger variance (i.e., $(1-\lambda)/\lambda^2$) of the inter-arrival time of the requests. Hence, the inter-arrival time of the requests is usually larger and more random. In this case, a periodic policy that updates the data at fixed time instants resulting in a larger staleness cost. On the other hand, the interarrival time of requests is large when the rate $\lambda$ approaches 0, resulting in a large AoI (and thus a high staleness cost) when the requests arrive. All the capped reactive policies as well as the offline optimal policy would make an update decision for each request, making their average cost close to the update cost $p$. This aligns well with our theoretical result when we let $\lambda = 0$ in Eq. (13). When the request arrival rate becomes larger, the performance of the optimal periodic policy improves and is close to that of the optimal threshold-based policy. This is because a large request arrival rate $\lambda$ leads to a small period $d^*$. In this case, the requests arrive more frequently, and the updates also occur more frequently. Hence, the staleness cost becomes small, and the update cost becomes dominant. We also observe that the naive policy performs poorly compared to the other policies when $\lambda$ is large. This is because the naive policy is agnostic about the request arrival rate. The update period under a naive policy is roughly equal to $p$ regardless of the request arrival rate. However, when $\lambda$ becomes large, there could be many more requests arriving during an update interval of length $p$, which results in a large staleness cost. In addition, when the request arrival rate $\lambda$ approaches 1, the optimal threshold-based policy and the optimal periodic policy have the same optimal threshold/period (i.e., $\tau^* = d^* = \lceil\sqrt{2p}\rceil$) as well as the same average cost (i.e., $\sqrt{2p} - 1/2$), and their knowledge about the future request arrival process is almost the same as the optimal offline policy (i.e., there is a request arriving in every time-slot), so their performance is also very close.

Fig. 5(b) shows the results for the setting with a fixed request arrival rate $\lambda = 0.5$ and a varying update cost $p$. We observe that the optimal threshold-based policy again outperforms all the other online policies and performs closely to the optimal offline policy. The optimal periodic policy performs poorly because it is not a reactive policy, some of its updates may be unnecessary, which results in a higher update cost. We also observe that as the update cost increases, the naive policy performs much worse compared to the other policies. This is because the average cost under a naive policy increases at a rate of $O(p)$, while the average cost under the other policies increases at a rate of $O(\sqrt{p})$.

In Fig. 6, we also compare the performance of different policies using the real trace dataset (30). The trace dataset collects around 700 billion user requests (each contains a timestamp, anonymized key, operation, etc.; see details in (30)) from 54 Twemcache clusters, which are the in-memory caching used by Twitter. In order to simplify the analysis and presentation, we focus on the user request arrival times at the cache of the 26th Twemcache cluster, whose request arrival rate is about 0.4. The request arrival process is no longer Bernoulli. In Fig. 6 we assume that the update cost is $p = 25$ and show the performances of different policies using the trace dataset in the first $10^3$ requests. For the optimal offline policy, we still apply the dynamic programming to obtain the optimal update times. For the naı̈ve policy, we simply let its threshold equal the update cost of 25. For the threshold-based policy, we obtain the optimal threshold $\tau^* = 9$ by plugging $\lambda = 0.4$ into Eq. (12). Similarly, we obtain the optimal period $d^* = 11$ for the periodic policy. We observe that the optimal threshold-based policy still outperforms the other online policies even though the request arrival process is now non-Bernoulli.

VIII. CONCLUSION

In this paper, we considered a fundamental tradeoff between the data freshness and the update cost in a time-sensitive information-update system. We provided useful guidelines for the design of update policies. Assuming Bernoulli request arrival process, we also proposed a threshold-based update
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Fig. 5: Performance comparisons of different policies with different request arrival rate $\lambda$ and different update cost $p$, respectively.

Fig. 6: Performance comparisons of different policies using trace dataset, where update cost $p = 25$ and request arrival rate $\lambda = 0.4$. 
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(a) Fixed update cost $p = 50$
(b) Fixed request arrival rate $\lambda = 0.5$
policy and proved its optimality. Our simulations based on both synthetic data and real traces corroborated the theoretical results and showed that the optimal threshold-based policy outperforms the baseline policies. For future work, one interesting direction would be to consider more general settings where users are interested in multiple contents.
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APPENDIX

A. Proof of Lemma 7

Proof. For any given policy $\pi \in \Pi$, there are two cases: (i) $\pi \in \Pi^R$ and (ii) $\pi \in \Pi \setminus \Pi^R$.

Case (i) is trivial as we can simply choose $\pi' = \pi$.

In Case (ii), we construct a reactive policy $\pi' \in \Pi^R$ in the following manner. Consider any sample path with $N$ requests: 1) for all the updates performed by policy $\pi$ at some request arrival times, policy $\pi'$ also has such updates; 2) for each update performed by policy $\pi$ that is not at any of the request arrival times, policy $\pi'$ postpones the update to the time instant when the next request arrives. Clearly, policy $\pi'$ constructed in the above manner is a valid reactive policy.

Next, we want to prove that in Case (ii), policy $\pi'$ achieves a total cost smaller than that of policy $\pi$ by induction. Note that at time 1, the AoI under policy $\pi'$ is no larger than that of policy $\pi$. (Although since the AoI at time 1 is equal under both policies, we want to use “no larger than” instead of “equal” here so that the argument can later be repeatedly applied.) Let $u_k$ be the first time at which policy $\pi$ updates the data when no request arrives, let $r_l$ be the arrival time of the first request that arrives after time $u_k$. Fig. 7 provides an illustration of such a scenario, where the solid black curve and the dashed red curve denote the AoI trajectories under policies $\pi$ and $\pi'$, respectively. We want to show that policy $\pi'$ has a smaller total cost than that of policy $\pi$ during interval $[1, r_l]$. We first compare the total cost during interval $[1, u_k)$ under both policies. Note that under policy $\pi$, all the updates performed before time $u_k$ are at request arrival times because $u_k$ is the first time at which policy $\pi$ updates the data when no request arrives. Due to Step 1) of the above construction, policy $\pi'$ must update the data in a way that is exactly the same as policy $\pi$ during interval $[1, u_k)$. Hence, the total update cost
during interval \([1, u_k]\) must be the same under both policies. Also, the AoI under policy \(\pi'\) must remain no larger than that under policy \(\pi\) during interval \([1, u_k]\). Hence, policy \(\pi'\) must have a total staleness cost no larger than that of policy \(\pi\) during interval \([1, u_k]\). This implies that policy \(\pi'\) has a total cost (including both update cost and staleness cost) no larger than that of policy \(\pi\) during interval \([1, u_k]\).

We now compare the total cost during the interval \([u_k, r]\) under both policies. Due to Step 2) of the construction of policy \(\pi'\), it does not update the data at time \(u_k\) but postpones the update to time \(r_1\). Then, under policy \(\pi'\) the total cost during interval \([u_k, r]\) is equal to \(p\) because the only update is performed at time \(r_1\) at which the only request arrives. On the other hand, policy \(\pi\) has a total cost strictly larger than \(p\) because it performs one update at time \(u_k\) and needs to pay either a staleness cost at time \(r_1\) or at least an additional update cost during interval \([u_k, r]\). Hence, policy \(\pi'\) has a total cost smaller than that of policy \(\pi\) during interval \([u_k, r]\).

Combining the above discussions, we show that policy \(\pi'\) achieves a total cost smaller than that of policy \(\pi\) during interval \([1, r]\).

Since the AoI under policy \(\pi'\) becomes 1 at time \(r_{l+1}\), the AoI under policy \(\pi'\) is apparently no larger than that of policy \(\pi\) at time \(r_{l+1}\). Then, we can view time \(r_{l+1}\) as a new starting point and inductively apply the above argument. This completes the proof.

B. Proof of Lemma 2

Proof. For any given policy \(\pi \in \Pi^R\), there are two cases: (i) \(\pi \in \Pi^{R+}\) and (ii) \(\pi \in \Pi^R \setminus \Pi^{R+}\).

Case (i) is trivial as we can simply choose \(\pi' = \pi\). In Case (ii), we construct a capped reactive policy \(\pi' \in \Pi^{R+}\) in the following manner. Consider any sample path with \(N\) requests: 1) for all the updates performed by policy \(\pi\), policy \(\pi'\) also has such updates; 2) for every request \(r_j\) such that \(\Delta(r_j) \geq s^*\) (see definition of \(s^*\) in Eq. (7)), policy \(\pi'\) updates the data at \(r_j\) regardless of policy \(\pi\)'s update decision at \(r_j\). Clearly, policy \(\pi'\) constructed in the above manner is a valid capped reactive policy.

Next, we want to show that in Case (ii), policy \(\pi'\) achieves a total cost smaller than that of policy \(\pi\) by induction. Recall that the system starts with \(\Delta(1) = 1\). Let \(r_1\) be the first request arrival time at which \(\Delta(r_j) \geq s^*\) but policy \(\pi\) does not update the data. Then, the AoI trajectories before time \(r_1\) are exactly the same under policies \(\pi'\) and \(\pi\). Due to Step 2) of the above construction, policy \(\pi'\) must update the data at \(r_1\) because \(\Delta(r_j) \geq s^*\). Let \(u_k\) be the first update performed after \(r_1\) under policy \(\pi\). Then, policy \(\pi'\) must also update the data at time \(u_k\) due to Step 1) of the above construction. Fig. 8 provides an illustration of such a scenario, where the solid black curve and the dashed red curve denote the AoI trajectories under policies \(\pi\) and \(\pi'\), respectively. It is easy to see that policy \(\pi'\) has a smaller AoI than that under policy \(\pi\) during interval \((r_1, u_k)\).

We now compare the total cost during interval \([1, u_k]\) under both policies. First, note that the AoI trajectories before time \(r_1\) are exactly the same under policies \(\pi'\) and \(\pi\), i.e., both policies have the same cost during interval \([1, r_1]\). Then, it is easy to see that at time \(r_1\), policy \(\pi'\) has an update cost \(p\) but no staleness cost, and policy \(\pi\) has a staleness cost \(\Delta(r_j)\) but no update cost. Hence, policy \(\pi'\) achieves a smaller total cost than that of policy \(\pi\) at time \(r_1\) because \(\Delta(r_j) \geq s^*\). Also, note that policy \(\pi'\) has a smaller AoI than that of policy \(\pi\) during interval \((r_1, u_k)\) and that there is no update under both policies during interval \((r_1, u_k)\). Hence, policy \(\pi'\) achieves a smaller total cost than that of policy \(\pi\) during interval \([1, u_k]\). Combining the above discussions, we show that policy \(\pi'\) achieves a smaller total cost than that of policy \(\pi\) during interval \([1, u_k]\).

Since \(\Delta(u_k)\) drops to 0 immediately at time \(u_k\) under both policies, we can view time \((u_k + 1)\) as a new starting point and repeatedly apply the above argument. This completes the proof.
C. Proof of Theorem 7

Proof. Our proof includes two steps: 1) We study a discounted MDP and show that the optimal value function of the discounted MDP is non-decreasing in the initial state \(s\); 2) Based on the optimal value function of the discounted MDP, we derive the Bellman equation of the average expected cost and show that it has a threshold-based structure, where the threshold is based on the AoI. This implies that there exists an optimal threshold-based stationary capped reactive policy for the average expected cost.

Step 1): In general, the derivation and properties of the Bellman equation of the average expected cost are not easy to obtain, and we usually rely on the study of the discounted MDP to get some insights towards the design of an optimal policy \([29]\).

The expected total \(\alpha\)-discounted cost of a capped reactive policy \(\pi \in \Pi^{R^+}\) is defined as

\[
C_\alpha^\pi(s) \triangleq \mathbb{E}_{\pi} \left[ \sum_{n=1}^{\infty} \alpha^{n-1} c(s_n, a_n) | s_1 = s \right],
\]

where \(0 \leq \alpha < 1\) is the discount factor. Here, \(C_\alpha^\pi(s)\) is well defined, given that for any \(n\), we have \(\mathbb{E}_{\pi}[c(s_n, a_n) | s_1 = s] \leq p\) under a capped reactive policy \(\pi\), and thus, we have

\[
C_\alpha^\pi(s) \leq \sum_{n=1}^{\infty} \alpha^{n-1} p = \frac{p}{1-\alpha}.
\]

Let \(C_\alpha(s) \triangleq \min \{C_\alpha^\pi(s)\}\) be the optimal value function. Then, we can obtain the Bellman equation of the \(\alpha\)-discounted MDP with \(C_\alpha(s)\) \([29]\), which is

\[
C_\alpha(s) = \min_{a \in A_s} \left\{ c(s, a) + \alpha \sum_{z \in S} p(z | s, a) C_\alpha(z) \right\}.
\]

The Bellman equation Eq. (16) states that the value of the initial state \(s\) (i.e., \(C_\alpha(s)\)) equals the expected return of the best action, which is the discounted expected value of the next state (i.e., \(\alpha \sum_{z \in S} p(z | s, a) C_\alpha(z)\)), plus the immediate cost along the way (i.e., \(c(s, a)\)). In the following, we show that \(C_\alpha(s)\) is non-decreasing in \(s\). This property enables us to show that the Bellman equation of the average cost (i.e., Lemma 4) has a threshold-based structure.

Lemma 3. The optimal value function \(C_\alpha(s)\) is non-decreasing in the initial state \(s\).

Proof. Our proof idea is to construct a sequence \( \{C_{\alpha,n}(s)\}\) that is non-decreasing in \(s\) for any \(n\), where \(C_{\alpha,n}(s)\) is the minimal expected discounted cost in an \(n\)-stages problem. Then, we show that \(C_\alpha(s) = \lim_{n \to \infty} C_{\alpha,n}(s)\), which implies that \(C_\alpha(s)\) is also non-decreasing in \(s\).

First, we show how to construct the sequence \(\{C_{\alpha,n}(s)\}\). Consider an \(n\)-stage problem of our \(\alpha\)-discounted MDP.

Denote the minimal expected discounted cost of this \(n\)-stage problem by

\[
C_{\alpha,n}(s) \triangleq \min_{a \in A_s} \left\{ c(s, a) + \alpha \sum_{z \in S} p(z | s, a) C_{\alpha,n-1}(z) \right\}
\]

\[
= \min \left\{ p + \alpha \sum_{z=1}^{\infty} (1-\lambda)^{z-1}\lambda C_{\alpha,n-1}(z), \quad f(s) + \alpha \sum_{z=s+1}^{\infty} (1-\lambda)^{z-s-1}\lambda C_{\alpha,n-1}(z) \right\}, \quad \text{if } s < \Delta^*;
\]

where the terminal cost is \(C_{\alpha,1}(s) \triangleq \min\{p, f(s)\}\).

Then, we prove by induction that our constructed sequence \( \{C_{\alpha,n}(s)\}\) is non-decreasing in \(s\) for any \(n\). Obviously, \(C_{\alpha,1}(s)\) is non-decreasing in \(s\). We assume that \(C_{\alpha,n}(s)\) is non-decreasing in \(s\). Next, we show that \(C_{\alpha,n}(s)\) is non-decreasing in \(s\). When \(s \geq \Delta^*\), \(C_{\alpha,n}(s)\) is a constant and is independent of \(s\). On the other hand, when \(s < \Delta^*\), to better present our discussion, we denote

\[
c \triangleq p + \alpha \sum_{z=1}^{\infty} (1-\lambda)^{z-1}\lambda C_{\alpha,n-1}(z)
\]

and

\[
C_{\alpha,n-1}(s) \triangleq f(s) + \alpha \sum_{k=s+1}^{\infty} (1-\lambda)^{k-1}\lambda C_{\alpha,n-1}(s + k),
\]

where the last step follows by setting \(k = z - s\). We want to show that \(C_{\alpha,n}(s)\) is non-decreasing in \(s\). To see this, consider two stages: \(j \geq i > 0\). Then, we have

\[
C_{\alpha,n}(j) - C_{\alpha,n}(i) = f(j) - f(i) + \alpha \sum_{k=i}^{\infty} (1-\lambda)^{k-1}\lambda (C_{\alpha,n-1}(j + k) - C_{\alpha,n-1}(i + k)).
\]

Since \(f(s)\) is non-decreasing in \(s\), we have \(f(j) \geq f(i)\). By inductive hypothesis that \(C_{\alpha,n-1}(s)\) is non-decreasing in \(s\), we have \(C_{\alpha,n-1}(j + k) \geq C_{\alpha,n-1}(i + k)\) for any \(k > 0\). Therefore, \(C_{\alpha,n}(j) - C_{\alpha,n}(i) \geq 0\), i.e., \(C_{\alpha,n}(s)\) is non-decreasing in \(s\). This, along with \(c\) being a constant, implies that \(C_{\alpha,n}(s) = \min \{c, C_{\alpha,n-1}(s)\}\) is also non-decreasing in \(s\) when \(s < \Delta^*\).

Till this point, we have shown that \(C_{\alpha,n}(s)\) is non-decreasing in \(s\) when \(s < \Delta^*\) and when \(s \geq \Delta^*\), respectively. In addition, since \(C_{\alpha,n}(s)\) achieves a smaller value when \(s < \Delta^*\) (i.e., \(\min \{c, C_{\alpha,n-1}(s)\}\)) compared to the case of \(s \geq \Delta^*\) (i.e., \(c\)), this implies that \(C_{\alpha,n}(s)\) is non-decreasing in \(s\) for any \(n\).

Finally, given any non-negative integer \(s\), by the definition of \(C_{\alpha,n}(s)\) and the fact that the cost in each stage is non-negative, we know that \(C_{\alpha,n}(s)\) is non-decreasing in \(n\). In addition, \(C_{\alpha,n}(s)\) is bounded. Indeed, the cost in each stage is bounded by the update cost \(p\) under our considered policy. As such, \(C_{\alpha,n}(s) \leq \sum_{i=1}^{n} \alpha^{i-1} p = (1-\alpha^n)p/(1-\alpha) \leq p/(1-\alpha)\). Therefore, by monotone convergence theorem, we have

\[
\lim_{n \to \infty} C_{\alpha,n}(s) = C_\alpha(s), \quad (17)
\]
holding for any state \( s = 0, 1, 2, \ldots \). It still remains to prove that \( C_\alpha(s) \) is non-decreasing in \( s \). We prove this by contradiction. Suppose that \( C_\alpha(s) \) is decreasing in \( s \), i.e., there exists \( i, j \in \mathcal{S} \) such that \( i < j \) and \( C_\alpha(i) > C_\alpha(j) \). Let

\[
 r = C_\alpha(i) - C_\alpha(j) > 0.
\]

Note that \( C_{\alpha,n}(s) \) converges to \( C_\alpha(s) \) pointwise for any \( s \), there exists positive integers \( N_1 \) and \( N_2 \) such that for any \( n > \max\{N_1, N_2\} \),

\[
 |C_\alpha(i) - C_{\alpha,n}(i)| < \frac{r}{3},
\]

and

\[
 |C_\alpha(j) - C_{\alpha,n}(j)| < \frac{r}{3},
\]

which are equivalent to

\[
 -\frac{r}{3} < C_\alpha(i) - C_{\alpha,n}(i) < \frac{r}{3},
\]

and

\[
 -\frac{r}{3} < C_\alpha(j) - C_{\alpha,n}(j) < \frac{r}{3}.
\]

By subtracting Eq. (21) from Eq. (22), we have

\[
 -\frac{2r}{3} < (C_\alpha(j) - C_{\alpha,n}(j)) - (C_\alpha(i) - C_{\alpha,n}(i)) < \frac{2r}{3},
\]

Note that

\[
 (C_\alpha(j) - C_{\alpha,n}(j)) - (C_\alpha(i) - C_{\alpha,n}(i))
\]

\[
 = (C_{\alpha,n}(i) - C_{\alpha,n}(j)) - (C_\alpha(i) - C_\alpha(j))
\]

\[
 = (C_\alpha(i) - C_\alpha(j)) - r.
\]

Then, we have

\[
 C_{\alpha,n}(i) - C_{\alpha,n}(j) > \frac{r}{3} > 0,
\]

which contradicts the fact that \( C_{\alpha,n}(s) \) is non-decreasing in \( s \) for any \( n \). Therefore, \( C_\alpha(s) \) must be non-decreasing in \( s \). \( \square \)

**Step 2**): With the optimal value function of the \( \alpha \)-discounted MDP (i.e., \( C_\alpha(s) \)), we can derive the Bellman equation of the average cost as follows.

**Lemma 4.** Let \( h(s) \triangleq \lim_{n \to \infty} \frac{1}{N_k} C_\alpha(s) - C_\alpha(1) \) and \( g \triangleq \lim_{n \to \infty} (1 - \alpha) C_\alpha(1) \). Then, the Bellman equation of the average cost is given by the following:

\[
 h(s) + g = \begin{cases} 
 p + \sum_{z=1}^{\infty} (1 - \lambda) z^{-1} \lambda h(z), & \text{if } s \geq \Delta^*; \\
 \min \left\{ p + \sum_{z=1}^{\infty} (1 - \lambda) z^{-1} \lambda h(z), \
 f(s) + \sum_{z=s+1}^{\infty} (1 - \lambda) z^{-s-1} \lambda h(z) \right\}, & \text{if } s < \Delta^*.
\end{cases}
\](26)

We provide the proof of Lemma 4 in Appendix E and explain the key ideas in the following. First, given the definitions of \( h(s) \) and \( g \), we show that Eq. (26) does hold. To this end, we define \( h_\alpha(s) \triangleq C_\alpha(s) - C_\alpha(1) \) and substitute \( h_\alpha(s) \) into the Bellman equation of the \( \alpha \)-discounted MDP Eq. (16). Then, we prove that we can find a sequence \( \{\alpha_m\} \to 1 \) such that \( \lim_{m \to \infty} h_{\alpha_m}(s) = h(s) \) for any \( s \) and \( \lim (1 - \alpha_m) C_{\alpha_m}(1) = g \). Taking the limit \( m \to \infty \) on both sides of the Bellman equation of \( h_\alpha(s) \), we obtain Eq. (26).

Second, we show that Eq. (26) is the Bellman equation for the average expected cost. This can be done by applying the same techniques used in [29], Chapter V, Theorem 2.1.

Next, we show that the Bellman equation Eq. (26) has a threshold structure, which guides us to find the optimal threshold-based stationary capped reactive policy.

Assume that the current state is \( s \). Based on the Bellman equation Eq. (26), it is optimal to update when \( s \geq \Delta^* \); and when \( s < \Delta^* \), it is optimal to update if

\[
 f(s) + \alpha \sum_{z=s+1}^{\infty} (1 - \lambda) z^{-s-1} \lambda h(z) \geq \ p + \alpha \sum_{z=1}^{\infty} (1 - \lambda) z^{-1} \lambda h(z),
\]

where the right hand side is a constant. It is easy to check that \( h(s) \) is non-decreasing in \( s \) given that \( C_\alpha(s) \) is non-decreasing in \( s \). Hence, we can find \( s^* \) as follows:

\[
 s^* \triangleq \min \left\{ s : f(s) + \alpha \sum_{z=s+1}^{\infty} (1 - \lambda) z^{-s-1} \lambda h(z) \geq \right\}
\]

\[
 p + \alpha \sum_{z=1}^{\infty} (1 - \lambda) z^{-1} \lambda h(z) \right\}.
\]

Set \( s^* = \Delta^* \) when \( s^* \geq \Delta^* \). Now consider a capped reactive policy \( \pi^* \in \Pi^{R+} \): upon receiving a request, policy \( \pi^* \) updates the data if the current state is no smaller than \( s^* \); otherwise, it does not update the data and replies with the current local data. Clearly, policy \( \pi^* \) is a stationary threshold-based policy. Besides, policy \( \pi^* \) selects the action that minimizes the right hand side of the Bellman equation Eq. (26) for any state. Thus, it is an optimal policy \( [29] \) Chapter V, Theorem 2.1. \( \square \)

**D. Proof of Theorem 2**

**Proof.** We start with some additional notations. For the \( k \)-th update interval \([u^r_{k-1} + 1, u^*_k]\), we use \( N_k \) and \( C_k \) to denote the number of requests that arrive in \([u^r_{k-1} + 1, u^*_k]\) and the total cost serving these \( N_k \) requests, respectively.

Since the request arrival process is Bernoulli, under a threshold-based update policy, the lengths of update intervals are i.i.d., so the update process is a renewal process. By the ergodicity of the process, the average cost can be rewritten as

\[
 \bar{C}^{\pi^*}(\tau) = \mathbb{E}(C_k)/\mathbb{E}(N_k).
\]

To calculate \( \mathbb{E}[N_k] \), we consider the requests that arrive in \([u^r_{k-1} + 1, u^*_k]\). Apparently, there is only one request in \([u^r_{k-1} + 1, u^*_k]\), which arrives exactly at \( u^*_k \) because of the threshold-based policy. Besides, the expected number of requests arriving in \([u^r_{k-1} + 1, u^*_k + \tau - 1]\) is \( \lambda(\tau - 1) \) according to the Bernoulli process. Therefore, we have

\[
 \mathbb{E}[N_k] = \lambda(\tau - 1) + 1.
\]

The total cost in an update interval is composed of an update cost and some staleness costs, i.e.,

\[
 C_k = p + \sum_{n=1}^{N_k} f(\Delta(r_n)) 1_{\{N_k > 0\}},
\]

where
where \( \mathbb{1}_{(.)} \) is the indicator function. Here, we slightly abuse the notation of \( n \) and use it to denote the index of requests arriving in \([u^k_{i-1} + 1, u^k_i]\) (i.e., \( r_n \) is the arrival time of the \( n \)-th request in \([u^k_{i-1} + 1, u^k_i]\)). The staleness costs can be rewritten as

\[
\sum_{n=1}^{N_k} f(\Delta(r_n)) \mathbb{1}_{\{N_k > 0\}} = \sum_{n=1}^{\infty} f(\Delta(r_n)) \mathbb{1}_{\{n \leq N_k\}} = \sum_{n=1}^{\infty} f(\Delta(r_n)) \mathbb{1}_{\{\Delta(r_n) \leq \tau - 1\}}.
\]

For the expected staleness cost of the \( n \)-th arrival of the requests, we have

\[
\mathbb{E}[f(\Delta(r_n)) \mathbb{1}_{\{\Delta(r_n) \leq \tau - 1\}}] = \sum_{t=1}^{\tau-1} f(\Delta(t)) p_n(t),
\]

where by slightly abusing the notation, we let \( t \) denote the index of time-slot after \( u^k_{i-1} \), and let \( p_n(t) \) be the probability mass function that the \( n \)-th request arrives at time-slot \( t \). Hence \( p_n(t) \) follows the negative binomial distribution \([31]\), i.e.,

\[
p_n(t) = \left\{ \begin{array}{ll}
\binom{t-1}{n-1} \lambda^n (1-\lambda)^{t-n}, & t = n, n+1, \cdots; \\
0, & \text{otherwise}.
\end{array} \right.
\]

Plugging Eq. (34) into Eq. (33), we obtain

\[
\mathbb{E}[f(\Delta(r_n)) \mathbb{1}_{\{\Delta(r_n) \leq \tau - 1\}}] = \sum_{t=1}^{\tau-1} f(\Delta(t)) \binom{t-1}{n-1} \lambda^n (1-\lambda)^{t-n},
\]

where the item in the summation equals 0 when \( t < n \).

We rewrite the expected total cost in an update interval as

\[
\mathbb{E}[C_k] = p + \sum_{n=1}^{N_k} \mathbb{E}[f(\Delta(r_n)) \mathbb{1}_{\{N_k > 0\}}]
= p + \sum_{n=1}^{\infty} \sum_{t=1}^{\tau-1} f(\Delta(t)) \binom{t-1}{n-1} \lambda^n (1-\lambda)^{t-n}
= \sum_{t=1}^{\tau-1} f(\Delta(t)) p_0(t) \lambda^n (1-\lambda)^{t-n}
= \sum_{t=1}^{\tau-1} f(\Delta(t)) p_{t-1}(t) \lambda^n (1-\lambda)^{t-n}
= \sum_{t=1}^{\tau-1} f(\Delta(t)) \lambda (\lambda + (1-\lambda))^{t-1}
= \sum_{t=1}^{\tau-1} f(\Delta(t)) \lambda.
\]

where we interchange the order of summation in (a) because the sum is finite, (b) is because the maximal number of requests cannot exceed the length of the update interval, (c) comes from the binomial theorem, and (d) is due to the definition of the AoI. Finally, plugging Eqs. (30) and (36) into Eq. (29) gives Eq. (11).

E. Proof of Lemma 2

Proof. The proof consists two steps: 1) given the definitions of \( h(s) \) and \( g \), we show that Eq. (26) dose hold; 2) we show that Eq. (26) is the Bellman equation for the average cost.

Step 1: As we can see that the Bellman equation Eq. (26) consists of two cases: \( s \geq \Delta^* \) and \( s < \Delta^* \). In this proof, we only prove the case of \( s < \Delta^* \), and a similar proof can also be applied to the case of \( s \geq \Delta^* \).

Define

\[
h_\alpha(s) \triangleq C_\alpha(s) - C_{\alpha}(1),
\]

and substituting \( C_\alpha(s) \) into the Bellman equation of the \( \alpha \)-discounted MDP Eq. (16) gives

\[
h_\alpha(s) + (1 - \alpha) C_{\alpha}(1) = \min \left\{ p + \alpha \sum_{z=1}^{\infty} \lambda z^{1-s} - \lambda h_\alpha(z), s + \alpha \sum_{z=s+1}^{\infty} (1 - \lambda)^{z-s-1} \lambda h_\alpha(z) \right\}.
\]

Our idea is to find a sequence \( \{\alpha_m\} \to 1 \) (where \( 0 \leq \alpha_m < 1 \) for any \( m \)) such that \( \lim_{m \to \infty} h_{\alpha_m}(s) = h(s) \) for any \( s \) and \( \lim_{m \to \infty} (1 - \alpha_m) C_{\alpha_m}(1) = g \).

From Eq. (16), we know that

\[
h_\alpha(s) = C_\alpha(s) - C_{\alpha}(1)
\leq p + \alpha \sum_{z=1}^{\infty} \lambda z^{1-s} - \lambda C_{\alpha}(z) - C_{\alpha}(1)
= p + \alpha \sum_{z=2}^{\infty} \lambda z^{1-s} - \lambda C_{\alpha}(z) + (\alpha \lambda - 1) C_{\alpha}(1)
\leq p + \alpha \sum_{z=2}^{\infty} \lambda z^{1-s} - \lambda C_{\alpha}(z),
\]

where the last quantity is a constant and we denote it as \( M \triangleq p + \alpha \sum_{z=2}^{\infty} \lambda z^{1-s} - \lambda C_{\alpha}(z) \). This immediately gives \( |h_\alpha(s)| \leq M \) because \( C_{\alpha}(s) \) is non-decreasing in \( s \) and thus \( h_\alpha(s) \geq 0 \), which also implies that \( h_\alpha(s) \) is uniformly bounded for all \( s \) and \( \alpha \). Because every bounded sequence contains a convergent subsequence [32] (Bolzano–Weierstrass Theorem), we can find a sequence \( \{\alpha_m\} \) with \( \lim_{m \to \infty} \alpha_m = 1 \) such that \( \lim_{m \to \infty} h_{\alpha_m}(1) \triangleq h(1) \) exists. Furthermore, because \( h_{\alpha_m}(2) \) is also bounded, we can find a subsequence \( \{\alpha_{m}^{(2)}\} \subseteq \{\alpha_m\} \) such that \( \lim_{m \to \infty} h_{\alpha_{m}^{(2)}}(2) \triangleq h(2) \) exists. Similarly, we can continue this argument for \( h(3) \) and so on. Finally, let \( \{\alpha_m\} = \{\alpha_{m}^{(1)}\} \), and when \( m \to \infty \), it follows that \( \lim_{m \to \infty} h_{\alpha_{m}^{(1)}}(1) = h(1) \), \( \lim_{m \to \infty} h_{\alpha_{m}^{(2)}}(2) = h(2) \), and so on. Therefore, \( \lim_{m \to \infty} h_{\alpha_m}(s) = h(s) \) for any \( s \).
Under a capped reactive policy \( \pi \), we have \( E_\pi[c(s_n, a_n)|s_1 = s] \leq p \). Then, for any \( \alpha_m \), we obtain

\[
C_{\alpha_m}(1) = E_\pi \left[ \sum_{n=1}^{\infty} \alpha_m^{n-1} c(s_n, Y_n)|s_1 = 1 \right] 
\leq \sum_{n=1}^{\infty} \alpha_m^{n-1} p = \frac{p}{1 - \alpha_m},
\]

which indicates \( C_{\alpha_m}(1) \) is bounded. This also implies that both of \( C_{\alpha_m}(1) \) and \( (1 - \alpha_m)C_{\alpha_m}(1) \) are uniformly bounded for all \( \alpha_m \). Hence, there exists a subsequence \( \{\alpha_{\tilde{m}}\} \subseteq \{\alpha_m\} \) such that

\[
\lim_{\tilde{m} \to \infty} (1 - \alpha_{\tilde{m}})C_{\alpha_{\tilde{m}}}(1) = g \exists \text{ exists. Note that }
\lim_{\tilde{m} \to \infty} h_{\alpha_{\tilde{m}}}(s) = h(s) \text{ also hold for any } s.
\]

Plug \( \alpha_{\tilde{m}} \) into the Bellman equation Eq. (38), we have

\[
h_{\alpha_{\tilde{m}}}(s) + (1 - \alpha_{\tilde{m}})C_{\alpha_{\tilde{m}}}(1) = \\
\min \left\{ b = 1 + \alpha_{\tilde{m}} \sum_{j=1}^{\infty} (1 - \lambda)^{j-1} \lambda h_{\alpha_{\tilde{m}}}(j), \right. \\
\left. s + 1 + \alpha_{\tilde{m}} \sum_{j=s+1}^{\infty} (1 - \lambda)^{j-s-1} \lambda h_{\alpha_{\tilde{m}}}(j) \right\}.
\]

By the Lebesgue’s Bounded Convergence Theorem and the boundedness of \( h_{\alpha_{\tilde{m}}}(s) \), it follows that

\[
\lim_{\tilde{m} \to \infty} \sum_{j=k}^{\infty} (1 - \lambda)^{j-1} \lambda h_{\alpha_{\tilde{m}}}(j) = \sum_{j=k}^{\infty} (1 - \lambda)^{j-1} \lambda h(j) \]

for any \( k \). Finally, Eq. (26) holds by taking limit as \( \tilde{m} \to \infty \) at both sides of Eq. (41).

**Step 2:** To prove that Eq. (26) is the Bellman equation for the average expected cost, we apply the same techniques used in Chapter V, Theorem 2.1. For the ease of expression, we rewrite Eq. (26) as a compact form, i.e.,

\[
h(s) + g = \min_{a \in A_s} \left\{ c(s, a) + \sum_{z \in S} p(z|s, a)h(z) \right\}. \tag{43}
\]

First of all, we claim that \( g \) is the optimal average expected cost, i.e.,

\[
g = \min_{\pi \in H^N} \lim_{N \to \infty} E_\pi \left[ \sum_{n=1}^{N} c(s_n, a_n)|s_1 = s \right]/N. \tag{44}
\]

To see this, let \( H_n \triangleq (s_1, a_1, \ldots, s_n, a_n) \) denote the history of the process up to the decision epoch \( n \). By the iterated expectation, for any decision epoch \( i \) under policy \( \pi \), we have

\[
E_\pi[h(s_i)] = E_\pi[E_\pi[h(s_i)|H_{i-1}]], \tag{45}
\]

which gives

\[
E_\pi \left[ \sum_{i=1}^{N} [h(s_i) - E_\pi[h(s_i)|H_{i-1}]] \right] = 0. \tag{46}
\]