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Abstract. A significant amount of research in robotics is aimed towards
building robots that operate indoors yet there exists little analysis of
how human spaces are organized. In this work we analyze the properties
of indoor environments from a large annotated floorplan dataset. We
analyze a corpus of 567 floors, 6426 spaces with 91 room types and 8446
connections between rooms corresponding to real places. We present a
system that, given a partial graph, predicts the rest of the topology
by building a model from this dataset. Our hypothesis is that indoor
topologies consists of multiple smaller functional parts. We demonstrate
the applicability of our approach with experimental results. We expect
that our analysis paves the way for more data driven research on indoor
environments.

1 Introduction

Imagine a mobile robot tasked with finding an object on an unexplored office
building floor. The robot needs to plan its actions to complete the task of object
search and the search performance depends on the accuracy of the robot’s expec-
tations. As an example, having found a corridor and an office, its expectation of
finding another room by exploring the corridor should be higher than exploring
the office as corridors act as connectors in most indoor environments.

In most systems where this type of structural information can be beneficial,
the models of indoor environments are hard-coded and not learned from data.
Indoor environments are generally organised in interconnected spaces each ful-
filling a certain function. A natural way of modeling these environments is by
building a graph where each vertex represents a room in the environment and
an edge between two vertices indicates a direct, traversable path. Each vertex
can have several attributes such as a room category (kitchen, office, restroom
etc.), area size and perimeter length. This type of representation is often called
a topological map in the literature. More recently, researchers became interested
in augmenting topological maps with semantic information by extracting the
aforementioned attributes from sensory data [1, 2, 3]. Although there exists a
large body of work on building topological maps, little consideration is given to
the analysis and prediction in these maps. One reason for this is building data
driven models of topological maps requires collecting data from a high number of actual buildings, recording the floorplan layout including the rooms and adding each room’s attributes. This is much harder than an image annotation task.

We leverage on the MIT floorplan database [4], and we assume unique space categories, meaning that each floorplan can contain only one of each space category. This is a limitation that we plan to overcome in future work. This leads to a dataset containing 567 floors, 6426 unique spaces with 91 space categories and 8446 connections between the spaces in total. An example partial topology from the dataset is shown in figure 1. To the best of our knowledge, no previous work exists on the analysis and usage of a dataset of this type and scale. First, we provide an analysis of the topological properties of a large indoor floorplan dataset. Second, we develop a method to predict both the structure (i.e. which type of rooms are connected to each other) and the vertex labelings (i.e. which type of rooms are most commonly found) from a large real-world annotated semantic indoor topology database. We do this on basis of the hypothesis is that indoor environments are topologically arranged in small functional units, e.g. \{corridor − bathroom − office\} or \{corridor − mailbox − office\}. Therefore by extracting these frequently occurring topological patterns we can make accurate predictions even though the specific input graph at hand contains rooms of previously unknown categories. Rooms with unknown categories in the input graph corresponds to a real world problem where a robot’s classifier may be largely uncertain about a room’s category or that the robot has no model for that specific room. Even in this case, the system should still provide reasonable predictions.

![Fig. 1. An example graph from the dataset](image)

### 2 Problem Formulation

#### 2.1 Preliminaries

We represent each floor as an undirected graph. Each vertex in a graph is assigned a label from an ordered, finite alphabet such that no two vertices share the same
A graph is then a three-tuple $G = (V, E, \alpha)$ where $V$ is a finite vertex set, $E \subseteq V \times V$ is a finite edge set and $\alpha : V \rightarrow \mathcal{L}$ is a vertex label mapping. Let $\mathcal{G}$ be the set of all formable graphs using the label alphabet $\mathcal{L}$.

The **graph edit distance** is a notion used to measure how similar two graphs are to each other. It is based upon what are called **edit operations** on a graph. An edit operation is a change performed upon a graph to transform it into a new graph. Normally one considers: vertex substitutions, vertex additions, edge additions, and vertex deletions as possible graph edit operations. We will restrict these operations to two specific types: edge addition between two existing vertices in the graph; and, vertex addition, which creates a new labeled vertex connected to one of the existing vertices. This is to ensure that we get no disconnected parts and the resulting graphs are connected. With this restriction upon the set of possible edit operations, one cannot always expect to be able to transform an arbitrary graph $g_1$ into $g_2$. However if we restrict the domain so that $g_1 \subseteq g_2$ or vice-versa, it is always possible to transform one into the other without considering vertex deletions for example.

We will also denote by $\phi(g_1, g_2)$ the set of possible edit operation sequences transforming $g_1$ into $g_2$. Using this we define the distance between two graphs $g_1$ and $g_2$ as the minimal cost of transforming one graph into the other: $d(g_1, g_2) = \min_{s \in \phi(g_1, g_2)} c(s)$. It can be shown that this function satisfies the four properties of a metric. We define the ball of a certain radius $r$ to be the set of all graphs which are at most $r$ edit operations away from the graph. That is, $B(G, r) = \{G' \in \mathcal{G} | d(G, G') \leq r\}$.

A **graph database** $\mathcal{D} = \{G_1, ..., G_n\}$ is a set of graphs. Given a graph $G \in \mathcal{G}$ and a graph database $\mathcal{D}$, we define the **projected database** as the set of supergraphs of $G$. We denote this set as $\mathcal{D}_G = \{G' \in \mathcal{D} | G \subseteq G'\}$. The cardinality of the projected database is called the frequency of the graph $G$ in the graph database $\mathcal{D}$ and is denoted by $\text{freq}(G) = |\mathcal{D}_G|$.

We may now define the support of the graph $G$ as:

$$\text{supp}(G) = \frac{\text{freq}(G)}{|\mathcal{D}|} \quad (1)$$

A graph $G$ will be called a **frequent subgraph** in $\mathcal{D}$ if $\text{supp}(G) \geq \sigma$ where $\sigma$ is some minimum support threshold, $0 \leq \sigma \leq 1$.

Let $\mathcal{S}$ be the set of frequent subgraphs of the graph database $\mathcal{D}$ for some minimum support threshold $\sigma$. That is, $\mathcal{S} = \{G \in \mathcal{D} | \text{freq}(G) \geq \sigma\}$.

For any given pair of graphs $g_1$ and $g_2$, the **Pearson’s Correlation Coefficient** describes the linear correlation between the two graphs in the database is defined as in [7]:

$$\theta(g_1, g_2) = \frac{\text{supp}(g_1, g_2) - \text{supp}(g_1)\text{supp}(g_2)}{\sqrt{\text{supp}(g_1)\text{supp}(g_2)(1 - \text{supp}(g_1))(1 - \text{supp}(g_2))}} \quad (2)$$

Finally, the neighbourhood of a vertex $v$ in a graph $G$ will be denoted by $N_G(v)$ or simply $N(v)$ when it is clear which graph is meant. The neighbourhood of $v$ is the induced subgraph of vertices which are adjacent to $v$ in the graph $G$. 
2.2 Formal Graph Prediction Problem Formulation

We define the problem as follows. Given a graph database $D$ we want to find a certain discrete probability distribution. This distribution is an estimate of how probable a certain edit operation upon the current partial graph is. Let $G_p \subset G$ be called the partial graph which is a subgraph of some unknown supergraph $G$. The set of all possible next graphs given a partial graph is the ball of radius one around the partial graph using the graph edit distance metric. That is, the set of all possible next graphs is $B(G_p, 1)$. Once the discrete probability distribution above has been acquired, it is then possible to attain the most probable next graph $G'_p \in B(G_p, 1)$. This graph is simply the result of performing the most probable edit operation upon $G_p$.

3 The Method

3.1 Analysis of Dataset

We start by presenting the insights gained by analyzing the dataset. Each floor in the MIT floorplan dataset consists of a set of spaces and their connections to other spaces. Floors can be represented as graphs; the spaces can be interpreted as vertices of a graph and the connections as graph edges [4]. A space can be a room surrounded by walls and accessible via doors, but sometimes a space can also have invisible boundaries, e.g. a coffee shop at the end of a corridor.

Connector spaces such as corridor and stair are crucial parts of any indoor environment since they act as indoor highways. Our intuition tells us that spaces that have the functionality to connect other rooms and floors together should appear with high frequency in natural indoor environments. Table 1 shows the most frequent vertices in the MIT floorplan dataset with their occurrence frequency in all floors. As can be seen, corridor and stair are in most floors, ranking as the top two frequent spaces. Offices are also a common space in campus buildings.

Furthermore, we would expect to see some common patterns in floorplans. For example, we would expect certain facilities such as lavatories and elevators to

<table>
<thead>
<tr>
<th>Vertex</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>STAIR</td>
<td>85%</td>
</tr>
<tr>
<td>CORR</td>
<td>78%</td>
</tr>
<tr>
<td>OFF</td>
<td>67%</td>
</tr>
<tr>
<td>OFF SV</td>
<td>60%</td>
</tr>
<tr>
<td>ELEC</td>
<td>60%</td>
</tr>
<tr>
<td>JAN CL</td>
<td>57%</td>
</tr>
<tr>
<td>LOBBY</td>
<td>48%</td>
</tr>
</tbody>
</table>

Table 1. Most frequent spaces in the dataset. Here “JAN CL”, “ELEC”, “OFF SV” are abbreviations for janitor closet, electricity cabinet and office service, respectively.
be at easily reachable locations, or connector spaces such as corridors frequently attached to office rooms. Figure 2 shows the most frequent subgraphs in the dataset for graph sizes 3, 4 and 5. It is remarkable that even for large graph sizes with 4 and 5 vertices, certain patterns are commonplace in the dataset. This supports the hypothesis that indoor topologies consist of commonly occurring smaller parts.

Figure 3a shows the Pearson’s correlation coefficient $r$ (explained in section 2.1) for the frequent subgraphs in the dataset which occur in more than 16% of all graphs (the frequent subgraph set $S$ with $\sigma = 0.16$). The graphs are ordered such that the top left pixel is the most frequently occurring subgraph and the top right pixel corresponds to the least frequent. Each pixel represents a frequent subgraph pair and brightness corresponds to high correlations. As an example, figure 3b and 3c correspond to pixel (19,12) or (12,19), which is the highest correlated pair found in this set. Having observed for example the graph in figure 3b, we could say that the edit operation leading to the graph in figure 3c is very probable. The corresponding edit operation would be an edge addition, adding an edge between the “OFF” and “P CIRC” vertices.
Fig. 3. Pearson’s correlation coefficient for frequent subgraphs occurring in more than 16% of all graphs in dataset. Each pixel represents a frequent subgraph pair and brightness corresponds to high correlations. Subgraphs are ordered by frequency descending from top left pixel. (b) and (c) show the highest correlated pair, corresponding to pixel (19,12) or (12,19) in (a).

3.2 Method I

Given an initial input graph $G_p$, we first compute its projected database $D_{G_p}$. Then, for each graph $E, E \in D_{G_p}, E \in B(G_p, 1)$, we calculate the edit operation from $G_p$ to $E$. Finally, the edit operation whose resulting graph has the highest support is determined. This algorithm is naive in the sense that it considers the whole graph at once. This is akin to a hidden Markov Model formulation where the state of the model is the graph itself and actions are edit operations.

The algorithm performs well for small graph sizes. This is encouraging, however we would expect the naive method to fail for larger graphs. By taking into account the overall structure of $G_p$ (defined in section 2.1) as a whole, the algorithm fails to capture the functional patterns with which humans have designed indoor floorplans. As an example, when a rare vertex is connected to a frequently occurring part of the input graph, the algorithm only considers those graphs which include the rare vertex disregarding others, ignoring the functional aspect of subparts of an indoor topology.

3.3 Method II - Prediction with Graph Splitting

In this method, we make use of the frequently occurring subgraphs in the database. We extract frequent subgraphs using the gSpan Algorithm [8]. This provides us with a frequent subgraph database $S$ which is used in the first step of the prediction. See figure 4a.
The main steps of this method is given in the following:

1. Split the input partial graph into smaller, overlapping subgraphs which are included in \( \mathcal{S} \).
2. For each of these subgraphs of the partial graph, determine the probability of every possible edit operation.
3. Combine the results of the estimates of the edit operations for each subgraph into a final solution for the whole partial graph.

These three steps are summarized in figure 4b.

**Step 1:** The aim of this step is to divide the partial input graph \( G_p \) into a set of overlapping connected subgraphs \( C \) where \( \forall x \in C, \exists y \in C, x \cap y \neq \emptyset \). The procedure for computing \( C \) is given in algorithm 1. The selection of subgraphs plays an important role in prediction quality. We pick the elements of \( C \) as much as possible from the frequent graph set \( \mathcal{S} \). The rationale behind this is that since indoor topologies consists of multiple functional smaller parts, the algorithm should try to identify those and later expand them as viable predictions. First we determine which of the frequent subgraphs from \( \mathcal{S} \) that are present in the current partial graphs, and extract the largest possible such frequent subgraphs set and call it \( P \).
In short, algorithm \( \text{Algorithm 1} \) iteratively checks for the elements of \( S \) which are included in \( G_p \) (the set \( P \)) and which share at least one vertex with the list of subgraphs found so far, \( C \), so as to disregard disconnected subgraphs. Another reason is that computing the list of all possible connected subgraphs of \( G_p \) becomes intractable even for small-sized graphs. Therefore we utilize the frequent subgraphs of the graph database to bootstrap this computation and cut down the search space.

**Step 2:** In this step, we aim to calculate the probability of all possible edit operations for each subgraph of \( G_p \). Let \( D_{C_i} \) be the projected database of any subgraph \( C_i \) of \( G_p \), that is, the set of all those graphs which are superset of \( C_i \). Let \( x \) be some graph which is one edit operation away from \( C_i \), that is \( x \in B(C_i, 1) \). We then define \( \phi(x, C_i) = |\{G' \in D_{C_i} | x \subseteq G'\}|. \) That is \( \phi(x, C_i) \) gives the number of times we’ve observed a specific edit operation upon \( C_i \) among all the graphs. The most likely edit operation to perform given that we’ve observed the subgraph \( C_i \) is then given by \( \arg \max_{x \in B(C_i, 1)} \phi(x, C_i) \). This procedure is given in detail in algorithm \( \text{Algorithm 3} \).

**Step 3:** Given that we have calculated the most likely edit operation for each of the subgraphs \( C_1, ..., C_n \), we have for each of these an optimal edit operation leading to new graphs \( C'_1, ..., C'_n \) respectively. We must select one of these, and for any selection \( C'_j \) made, the resulting prediction will be \( G'_p = \bigcup_{i \in [1, n]} \{C_i \cup C'_j\} \). We simply select the edit operation which has the highest support from the graph database. That is, \( \arg \max_{C_i, i \in [1, n]} \phi(C_i, C'_j) \).

Given the function \( \phi : \mathcal{G} \times \mathcal{G} \to \mathbb{N} \), it is possible to arrive at an estimate of the discrete probability distribution of the different edit operations upon \( G_p \). The distribution is calculated in a frequentist manner and is given by:

\[
P(G'_p = x) = \frac{\phi(x, C_j)}{\sum_{y \in B(C_j, 1)} \phi(y, C_j)}, \quad x \in B(C_j, 1) \quad (3)
\]

where \( C_j \) here refers to the selected subgraph and is chosen as detailed above.

Figure 5a shows the initial partial graph which is the input to the prediction algorithm. In this example the input graph is divided into three subgraphs. The output of the first step of the algorithm is shown in black in figure 5b, 5c and 5d. In the second step, the predicted edit operation with the highest support for each subgraph \( C_i \) is shown in green. Finally, in the third step, the edit operation with the highest probability is selected.

This splitting of the input graph agrees with the claim that indoor topologies consist of smaller functional parts. Figure 5a shows that while some vertices may be rare (such as “SHAFT”), they can occur in a frequent subgraph pattern, in this case forming a “maintenance” functional group. Figure 5a shows a very common structure, with a corridor as a root node. Finally, in figure 5c, we can see that the algorithm has identified a lobby group. This is also quite common, that the lobby acts as a root node similar to a corridor vertex connected in a tree-like structure.
Algorithm 1. Graph splitting

Input:
- $G_p$, the current partial graph

Output:
- $C = \{C_1, ..., C_m\}$, the overlapping subgraphs of the partial graph

1: $P \leftarrow \emptyset$
2: for $s \in S$ do
3:     if $s \subseteq G_p \land (\neg \exists s' \in S, s \subseteq s', s' \subseteq G_p)$ then
4:         $P \leftarrow P \cup \{s\}$
5:     end if
6: end for
7: sort($P$) by graph size, descending.
8: $C \leftarrow \{\text{FindCommonFreqSubgraph}(P, G_p, \emptyset)\}$
9: while $|G_p| \neq |\bigcup_{i=1}^n C_i|$ do
10:     Found $\leftarrow 0$
11:     for all $c \in C \land Found = 0$ do
12:         $c' \leftarrow \text{FindCommonFreqSubgraph}(P, c, C')$
13:         if $c' \neq \emptyset$ then
14:             $C \leftarrow C \cup c'$
15:             Found $\leftarrow 1$
16:             break
17:     end if
18: end for
19: if $Found = 0$ then
20:     $D_g \leftarrow G_p \setminus \bigcup_{i=1}^n C_i$
21:     Add the following vertex set to $D_g$: $\bigcup_{v \in V(D_g)} N(v, G_p) \setminus D_g$
22:     Add the edges (from the edge set of $G_p$) which correspond to the vertex additions above.
23:     $C \leftarrow C \cup \text{GetComponents}(D_g)$
24: end if
25: end while
26: return $C$
Algorithm 2. FindCommonFreqSubgraph

This function will attempt to find another frequent subgraph from the set \( P \) that has some vertex in common with some graph \( C_i \) (the already established subgraphs of \( G_p \)).

Input:

- \( P \), the sorted sequence of frequent subgraphs that are present in the partial graph
- \( G \), a graph which the result should have some vertex in common with, this is always some \( C_i \) except for the initial execution.
- \( C = \{C_1, ..., C_n\} \), the thus far added overlapping subgraphs of the partial graph

Output:

- \( p \), the largest frequent subgraph present in the partial graph that has at least one vertex in common with \( G \) (if found). \( p \) is also removed from the set \( P \).

If no such \( p \) could be found, it returns the empty graph \( \emptyset \).

1: \textbf{for all} \( p \in P \) \textbf{do}
2: \hspace{1em} \textbf{if} HasVertexInCommon\((G, p) \land p \not\subseteq \bigcup_{i=1}^{n} C_i\) \textbf{then}
3: \hspace{2em} \( P \leftarrow P \setminus \{p\} \)
4: \hspace{2em} \textbf{return} \( p \)
5: \hspace{1em} \textbf{end if}
6: \textbf{end for}
7: \textbf{return} \( \emptyset \)
Algorithm 3. Find most likely graph edit operation

Input:
- $G$, a “small” graph, one subgraph from the output of the graph splitting.
- $D$, the graph database

Output:
- $G'$, the graph which is the result of performing the optimal edit operation upon $G$

for $x \in D$ do
  if $G \subseteq x$ then
    for $G' \in B(G, 1) \land G' \subseteq x$ do
      $\phi(x, G) \leftarrow \phi(x, G) + 1$
    end for
  end if
end for
return $\arg \max_{x \in B(G, 1)} \phi(x, G)$
4 Experiments

4.1 Example Runs

To illustrate the method, five different states of a prediction sequence are shown in figure 6. The complete unknown graph $G$ is shown in black dashed lines. The starting initial graph is shown in blue. A predicted edit operation existing in $G$ is shown in green and if it does not exist in $G$, then it is shown in red.

In figure 6(a), the partial graph only consists of the female lavatory vertex “F LAV”. The prediction algorithm is then applied to produce figure 6(b). The next likely edit operation is to add a corridor “CORR” and connect it to the “F LAV”. Next in figure 6(c), we can see the result of executing the prediction algorithm upon the previous graph consisting of “F LAV” and “CORR”. Given that we have observed “F LAV” and “CORR”, the algorithm suggests that it is plausible to have a male lavatory “M LAV” connected to the corridor as well.

As another example, the input graph in figure 7(a) results in the discrete probability distribution shown in figure 7(b). Since this partial graph consists of only two vertices, the only edit operations considered are those of adding a new vertex. On the horizontal axis, the different edit operations are shown as $A \rightarrow B$, where $A$ is some existing vertex of the partial graph and where $B$ is the vertex which should be added and connected to $A$. Note that edit operations with a probability below 0.02 are not shown. In this case, $A$ can only take the values of janitor closet “JAN CL” or male lavatory “M LAV”. Note that as expected the corridor “CORR” vertex has the highest probability of being connected to another vertex by a large margin.

4.2 Quantitative Evaluation

We have compared the results of the two prediction methods. To measure the performance of the algorithms for varying graph sizes, we have selected 2000 partial graphs randomly from the dataset, for each graph size between one and 20. In total 40000 different partial graphs were processed. The selection process works as follows. First we pick a random graph from the dataset $D$. Then for a given graph size $m = \{1...20\}$, we pick at random $m$ connected vertices which form an input graph. Then, we iterate this process until 2000 partial graphs are selected. Finally, the graphs from which random partial graphs were picked are excluded from the training dataset (multiple partial graphs may come from the same graph).

We counted the number of correct edit operations predicted by each algorithm over the test set, and divided by the total number of partial graph predictions to get a percentage of correct predictions (shown in figure 8). The naive algorithm (Method I in section 3.2) is shown in dashed blue and the prediction algorithm with graph splitting (Method II in section 3.3) in red. For smaller graph sizes, their performance is almost equivalent. However for larger graphs, the performance of the naive algorithm decreases dramatically compared to the algorithm with splitting. The naive algorithm must compute support for edit operations
Fig. 6. The evolution of a predicted graph with four consecutive predictions. The dashed lines are the unknown true graph. The blue node corresponds to the initial input graph, green nodes or edges represent a correct prediction that exists in the true graph whereas red represents a predicted node or edge absent in the actual true graph.
Fig. 7. The discrete probability distribution for the edit operations of a partial graph. Given the partial graph in (a), vertex addition hypotheses are shown on the $x$-axis in (b), with corresponding probabilities.

Fig. 8. Comparison between the two prediction methods over 40,000 partial input graphs. The naive algorithm (Method I) is shown as the blue dashed line, and the prediction algorithm with graph splitting (Method II) as a solid red line.
on the whole graph, and is therefore subject to data sparsity and overfitting as the graph prediction size increases. Method II, however, leverages graph splitting and frequent subgraph extraction to focus on the functional components of the graph. This not only prunes the hypothesis space, but also enables greater predictive power through small functional groups, which have more substantial support in the dataset.

5 Conclusion and Future Work

In this paper we have provided an initial analysis of a large real-world indoor topological database. We have shown experimentally that the presented methods predict indoor topologies accurately. To the best of our knowledge, no previous work exists on analyzing and using a large real-world floorplan database for predicting indoor topologies. Furthermore, we have shown that indoor topologies consist of functional smaller parts which in turn can be used to develop methods with better prediction results. The reason for this is such methods capture the rationale behind man-made indoor spaces.

Following this work, we expect a large interest in developing the data-driven methods on indoor environments. We have yet to exploit the rich set of information offered by such datasets.

Future work consists of removing the assumption of only having one of each space category per floorplan, modeling the number of room types, extending the database with data from other environments such as KTH campus, making use of the metric coordinates in the data to have richer predictions and investigate how the predictions generalize for different locations.
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Abstract. Detecting objects in clutter is an important capability for a household robot executing pick and place tasks in realistic settings. While approaches from 2D vision work reasonably well under certain lighting conditions and given unique textures, the development of inexpensive RGBD cameras opens the way for real-time geometric approaches that do not require templates of known objects.

This paper presents a part-graph-based hashing method for classifying objects in clutter, using an additive feature descriptor. The method is incremental, allowing easy addition of new training data without recreating the complete model, and takes advantage of the additive nature of the feature to increase efficiency. It is based on a graph representation of the scene created from considering possible groupings of over-segmented scene parts, which can in turn be used in classification. Additionally, the results over multiple segmentations can be accumulated to increase detection accuracy.

We evaluated our approach on a large RGBD dataset containing over 15000 Kinect scans of 102 objects grouped in 16 categories, which we arranged into six geometric classes. Furthermore, tests on complete cluttered scenes were performed as well, and used to showcase the importance of domain adaptation.

Keywords: segmentation, hashing, classification, scene-graphs, clutter.

1 Introduction

In many if not most service robotic applications, the ability to recognize a large amount of objects (in the range of several thousands, as identified by Biederman [1]) and to localize them is an essential task. In order to match the perception capabilities of humans, Dickinson in [2] advocates that searching for predefined templates is not enough, and that recognition of new exemplars of known categories has to be facilitated. On this premise, Marton et al. [3] use geometric cues for categorization and visual cues for instance classification.

In everyday tasks realistic scenes contain clutter, where objects are not always entirely visible, e.g. due to partial occlusion. Therefore a classification algorithm is presented that deals with detection of general geometric categories of objects.
in clutter, based on object segments. Learning the different segments and their combinations that form objects is a scalable way to capture the different object categories a robot would encounter. For example, a mug is typically a cylindrical segment, next to a handle, or a teapot is a combination of different rounded shapes with a top and a large handle.

Our approach is similar to the one by Lai and Fox [4] and by Mozos et al. [5] in that it performs part-based categorization in cluttered scenes. We combine the creation of multiple segmentations from [5] with an extended version of creating multiple groupings of these segments [4], and present our approach that was designed to handle multiple instances of objects from several categories, that were labeled according to their general 3D shape.

As in the earlier work, object “parts” are not predefined, but are the results of a segmentation technique, that possibly over-segments objects. The employed segmentation does not produce the same parts for the same object under all circumstances (something that is hard to achieve), but it proved that it produces similar segments for similar objects in [5].

In [5] we assigned each part to a part cluster that was created by unsupervised clustering, and used the class distribution in the “activated” cluster to link the detection to the user-given labels. While in that work information coming from the different parts of the object was combined by a Hough voting scheme for identifying the object’s 2D centroid, here we take an approach that is more close to [6]. We identify to what object does each segment belong by considering its descriptor and that of neighboring parts, together with the local topology of the scene. In this sense, it is an improvement over the vocabulary of parts and simple vote accumulating approach from [5].

Although our classification is less complex than the one presented by Lai and Fox [4] it still manages to capture relations between segments in the “soup of segments” approach of Malisiewicz and Efros [7] and can be used to achieve the same effect as their “domain adaptation”, as we will show in our experiments. Additionally, we trained on the same number of classes, but with multiple objects per class by grouping objects based on their geometry, and described the topology of the segment groups by graph-theoretic properties in order to improve and speed up classification through hashing.

With the appearance of low-cost 3D sensors like the Kinect, it is expected that large amounts of data will be available for training, and robots can be equipped with it in order to obtain good quality RGB and 3D information at once. Nonetheless, no matter how extensive the training data, a robot might always be confronted with a novel object instance or type when operating in a real dynamic environment. Since teaching all the possible objects a robot might encounter is not always possible, categorization becomes an important step towards learning these novel objects [2]. Thus a mechanism is needed to enable a robot to autonomously acquire new object models as it operates in an environment, and to efficiently add it to its classification framework [3].

Therefore, in this work, we propose a classification architecture that robots can use to make sense of all this training data efficiently using various methods,
and describe our approach for identifying object categories in realistic setups, that is extensible with new objects without requiring a full re-training.

As a summary, the main contributions of this work are as follows:

- an efficient part-based object classification method for cluttered scenes, taking into account relations between parts;
- a graph-theoretic hashing method that allows model refinement while having competitive classification performance;
- exemplifying the advantages of multiple segmentations, multiple segment groupings, and “domain adaptation”;
- and a lightweight framework that enables easy comparison of different combinations of features and methods.

In the next section we will give an overview of the related work, followed by the description of the framework and the proposed classification method. Then we will present the used segmentation and additive feature, and give details on the creation of the segment-graphs’ hash table. We present the evaluation of our method in Section 8 and conclude in Section 9, discussing the possibilities for future improvements.

2 Related Work

Object detection typically involves the computation of descriptive image or 3D features, either for some key-points or for object clusters, for example the ones by Lowe (SIFT) \[8\] or Rusu et al. (VFH) \[9\].

In Fergus et al. \[10\] the authors are proposing an unsupervised scale-invariant learning scheme, in order to detect objects on a wide range of images. Objects are modeled as flexible constellations of segments using a probabilistic representation for all significant aspects of the object. The work exploits the expectation-maximization algorithm in a maximum-likelihood setting. While our method is somewhat different, it can be viewed as the 3D application of the presented principles. The main difference between our approach and the work done by Huber et. al \[11\] and Fergus et. al \[10\] is that we are using an additive feature, that enables considering very efficient segment combinations, aided by a hashing procedure of graph features for fast lookups.

Classification using additive features was also performed by Kanezaki et al. \[12\] using the Liner Subspace Method on the feature space, as presented by Watanabe and Pakvasa \[13\]. Since the employed Color-CHLAC feature was rotation variant, they had introduced artificial variations in their training data. The learning method itself does exploit the additive property of the feature for classification based on partial views, but not the relations between the different segments of the objects. A related idea to ours was explored by Mian et. al \[14\], but with a hash table built on local 3D features for CAD fitting, while we have feature independent hashing.

Part-based detection, however, grouped with multiple segmentations, offers several advantages, including efficiency scalability as argued by Mozos et al.
Segmentation of objects is a well researched domain, with various existing approaches \cite{15,16,17,18}, but as argued in \cite{7}, rather than relying on a single segmentation that is possibly erroneous, multiple segmentations should be considered.

Typical graph-based object detection approaches employ complex algorithms to find valid configuration. In contrast, we are using the graph representation of the parts in the scene only to capture their spatial configuration, and use the obtained descriptor as hashing keys. This allows for cheap partial re-training when novel objects need to be added, as the training set is partitioned into multiple parts, and separate classifiers. This is in contrast with our previous work \cite{3}, but obviously assumes known labels of the novel exemplars.

Regarding the classification framework, a related, but more complex framework, the STAIR Vision Library is presented by Gould et al. \cite{19}, designed to support the Stanford AI Robot project. Its machine learning capabilities include SVM, Boosted classifier, classification based on decision trees etc. While the proposed architecture offers roughly the same machine learning capabilities, it is easier to integrate in existing projects as it is implemented as a service in the Robot Operating System framework (www.ros.org). Thus its combination with image and 3D processing tools like OpenCV and Point Cloud Library (www.pointclouds.org) and robotics software is simplified.

3 Classification Architecture

The framework has a layered architecture consisting of feature extraction tools, dataset tools and the classifier manager.

The feature extraction tools are command line programs for walking directory structures and extracting various 3D and 2D features from the files encountered. The feature extraction process is capable of labeling the instances according to the hierarchical relationships reflected by the directory structure of the dataset.

3.1 General Feature Storage and Command Line Processing Tools

All the feature extraction tools use a common file format to store the extracted features. The dataset files produced in the feature extraction layer can be further processed by tools from the dataset tools layer. Here various operations are implemented, some of which are:

- serialization tools for loading/saving in ASCII or binary format,
- concatenation of features, combination of datasets and dropping of columns,
- re-labeling of hierarchical dataset to flatten them,
- splitting of datasets for creating training and test partitions (for example for cross-validation),
- bag-of-words (BoW) creation from a feature dataset (used for creating global descriptors out of local ones, like SURF),
- converting classifier confidences to datasets (used for stacking),
- pre-processing like dimensionality reduction, whitening.
3.2 Standardized Interface for Classifiers

The classifier manager is integrated in ROS to allow using the trained classifiers in ROS based applications. It manages the life-cycle of classifier instances and acts as a facade for communicating with the classifier instances which must all be derived from a simple interface. Currently Support Vector Machines [20] and mostly classifiers from OpenCV [21] are included.

![Diagram of classifier manager](image)

**Fig. 1.** Simplified scheme of the classification framework. The thin arrows represent possible service requests.

The most common operations for classifiers implemented are shown in Figure 1. These are ROS services that are handled by a classifier manager node and each service can operate on different classifiers that run in parallel having an unique identifier. Other services that ease and make classification tasks more efficient include adding a common dataset to be shared by all classifiers, computing and storing a confusion matrix, returning various evaluation statistics (e.g. number of true positives) and timing of feature estimation and classification. All of these primitive operations form a simple domain specific language from which experiments can be constructed using shell scripts or ROS nodes, i.e. C++, Python, Java and Lisp code.

The code along with tutorials and the used data labeled using ground-truth information can be downloaded from our svn repository [http://code.in.tum.de/svn/ias-cf](http://code.in.tum.de/svn/ias-cf).

4 Part-Based Recognition

The basic idea of our classification method is that segmenting objects accurately does not always work robustly and will lead to classification failures, but over-segmentation is easily realizable [7,4,5]. These segments that then represent only parts of objects can be used to compute features, and then combined to build up
object candidates. We use this approach and use additive features\(^1\) and graph-theoretic description of segment arrangements.

There are of course multiple ways of combining segments and not all of them create a valid object. However, we can test if a combination is valid by checking if the combined feature vector is known. We also exploit the fact that segments and their connections (neighborhood relations) can be treated as a graph, and only certain types of sub-graphs are present in the graph formed by the parts of an object. Checking for subgraph isomorphism is not practical, but there are several descriptors one can employ to rule out isomorphism. Thus, during training we decompose our objects into parts, compute the features for each part, build the part-graph, and generate all sub-graphs along with their combined features. Figure 2 shows an overview of the main steps of our method.

\[\text{Fig. 2. Main steps of the processing and feature extraction}\]

These features along with the object’s class are then saved in a multi-level hash table, where the keys are the number of parts, and the identifiers of the subgraph topology. When testing, the procedure of decomposition and part-graph building is repeated, and starting at each part, all the subgraphs are grown that are not larger than anything seen during training. These are then checked for which objects can they be parts of. Similarities are accumulated in the source part for final classification.

5 Segmentation and Part Graphs

We use the segmentation criteria presented in\(^5\) to over-segment the scans, such that patches with a relatively small curvature are considered, as shown in Figure 3. We use a region-growing approach, that starts at a random point and

\[^1\text{If the feature is additive, the descriptor that would be computed for the object is the same as the sum of the features of its segments.}\]
grows the segment until the deviation from the seed normal does not exceed 45 degrees. This way, selecting different seed points result in multiple segmentations of the point cloud into parts. As discussed in the introduction, this process is not completely reproducible, therefore we rely on the large amount of training data to cover all possible cases. As we can produce multiple segmentations by choosing different (random) seed points, different part decompositions can be used for training, which is useful if not enough training examples are available. This was the case in our earlier experiments based on a smaller laser-based dataset [22], where this strategy improved classification rates by 5%.

Since we are dealing with tabletop scenes, the supporting plane can be removed prior to processing, and only points above it considered as in [3]. Small segments are discarded, and for each segment we subsequently compute the GRSD-feature (more detailed description in section 6) and store it for later use. We then extract the part neighborhoods by checking if the physical distance between two parts falls below a threshold, and build a connectivity matrix.

Starting at each vertex, we create all the possible groupings up to a certain size (number of regions in the grouping) in order to obtain our “soup of segments”, and create the groups’ hash codes. Note that since the graph vertices can be sorted, it is possible to efficiently enumerate all sub-graphs containing a given vertex without repeating already generated ones.

For the hash codes, apart from the number of vertices/parts, we chose to concatenate the sorted list of vertex degrees as well to form a second level of keys. As an alternative for this second level of keys we experimented with using the eigen values of the graph’s Laplacian matrix, but found that the results upon evaluation were the same. For this reason, in the upcoming testings and evaluations we used the sorted list of vertex degrees, as they are simpler to compute. This degree order is unique for isomorph graphs, however different graphs can have the same degree order.
6 Simplified and Additive GRSD

Pinz [23] defines categorization as being a *generic object recognition* (generic OR), this being the opposite of a *specific OR*, which deals with the recognition of a specific object (an instance of those categories). Example categories are cups, plates, boxes, etc. while in a specific OR one aims to recognize a specific box, cup etc. Since most household objects from the same category share similar shape, but distinctive appearance, 3D features are typically used for generic ORs, while visual features for specific ones.

An example where the two were combined is presented in [24], using a geometric classifier based on Global Radius-based Surface Descriptor (GRSD) and a visual classifier based on SIFT. As described in [25], we adapted the GRSD feature to be additive, by simplifying it to simple histogram of neighborhoods of surfaces of different type, neglecting the ray-tracing step. This simplified feature (which we called “GRSD-”) is very efficient to compute, and we compared its descriptiveness to the original implementation and VFH, a very strong 3D feature.

Table 1. Selected object categories from the RGBD Dataset with good 3D data, grouped into general geometric categories. The number of objects in each category is given in parentheses, with the total number of scans being 80k, of which every fifth is used.

<table>
<thead>
<tr>
<th>Sphere</th>
<th>Box</th>
<th>Flat (rectangular)</th>
<th>Cylindrical</th>
<th>Plate (disk)</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>bowl (6)</td>
<td>food box (4)</td>
<td>notebook (5)</td>
<td>coffee mug (8)</td>
<td>plate (7)</td>
<td>cap (4)</td>
</tr>
<tr>
<td>ball (6)</td>
<td>sponge (8)</td>
<td>cereal box (5)</td>
<td>food cup (8)</td>
<td>plate (7)</td>
<td>kleenex (5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>food box (8)</td>
<td>soda can (4)</td>
<td></td>
<td>pitcher (3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>food can (14)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>food jar (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>water bottle (6)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The geometric classes we used were sphere, box, flat (rectangular), cylindrical, plate (disk), as they cover well most of the categories present in the RGBD dataset (for the remaining objects we introduced an “other” category), and as argued in [3] these simple geometric shapes can be used to represent most objects from other publicly available databases as well (e.g. KIT object Models.
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Table 2. Feature Comparison using SVM

<table>
<thead>
<tr>
<th>Feature</th>
<th>Number of Dimensions</th>
<th>Accuracy [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRSD</td>
<td>21</td>
<td>95.21</td>
</tr>
<tr>
<td>GRSD-</td>
<td>20</td>
<td>95.29</td>
</tr>
<tr>
<td>VFH</td>
<td>308</td>
<td>97.35</td>
</tr>
</tbody>
</table>

Fig. 4. Confusion matrices for SVM trained on reduced RGBD set

Web Database\(^2\), Household Objects Database from Willow Garage\(^3\), and TUM Semantic Database of 3D Objects\(^4\).

A comparison between GRSD, GRSD-, and VFH was done training an SVM classifier on the six geometric categories with an RBF kernel on a reduced version of the dataset described in Table 1. Results are shown in Figure 4 and Table 2.

As we can see, the new GRSD version has less dimensions (as transitions from empty to empty voxels are no longer possible) but similar descriptiveness. It approaches the high dimensional VFH’s performance, while not being view dependent, and offers the required additive property to easily compute the descriptors of grouped parts.

7 Object Part Hashing

As mentioned earlier, the summed-up training features are saved in a hash table, a classifier is built for the training exemplars in each entry, and the classifier to

\(^2\) http://i61p109.ira.uka.de/ObjectModelsWebUI/
\(^3\) http://www.ros.org/wiki/household_objects_database
\(^4\) http://ias.in.tum.de/software/semantic-3d
be used for a testing features are looked up in it based on the two keys. The structure of the hash table is shown in Figure 5.

For each class, the maximum classification score is kept, and these scores are summed up for each sub-graph source part. In contrast to the product of the class probabilities for each grouping that was used in [4], we found that this voting approach works better. Similar findings supporting voting were made by Lam and Suen [27] when evaluating combinations of classification results. Similarly, in the case of the experiments with separate objects per point cloud, the parts’ scores can be added up (weighted by size) to produce a final classification.

8 Evaluation

Evaluation of the proposed method was done in several steps. In order to be able to test and compare our method with SVM in a fairly short time we reduced the selected dataset presented in Table 1 to roughly 7000 scans of 57 objects in 9 classes presented in Table 3. Testing and training data were split up by using every third scan of an objects for testing purposes and training the classifier on the rest of the scans. After finding the optimal setup for our classifier a final evaluation of the proposed method was conducted on the full dataset. Cluttered scenes were tested on several combinations of the training dataset, presented in more detail in subsection 8.3.
Table 3. Reduced object categories from the selected categories. The number of objects in each category is given in parentheses, with the total number of scans being 30k, of which every fifth is used.

<table>
<thead>
<tr>
<th></th>
<th>Sphere</th>
<th>Box</th>
<th>Flat (rectangular)</th>
<th>Cylindrical</th>
<th>Plate (disk)</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ball (6)</td>
<td>food box (4)</td>
<td>food box (8)</td>
<td>coffee mug (8)</td>
<td>plate (7)</td>
<td>cap (4)</td>
</tr>
<tr>
<td></td>
<td>sponge (8)</td>
<td>food cup (3)</td>
<td>soda can (4)</td>
<td></td>
<td></td>
<td>pitcher (3)</td>
</tr>
</tbody>
</table>

8.1 Objects as Separate Clusters

In order to quantitatively evaluate our method, we performed the same tests as we did with GRSD- using SVM, and presented our results in Table 4. In addition we tested different distance metrics and found that the Jeffries-Matsuhita distance performs best. Confusion matrices for the different distance metrics using our method are shown in Figure 6.

So far, only whole objects are classified, by summing up the probability distributions of their parts (weighted by size) and selecting the most likely class. As a final evaluation for objects as separate clusters we tested our method on the entire dataset from Table 1, obtaining a 92% successful classification rate.

In order to quantify the advantage of using the part arrangement keys, we evaluated the results for using only the part numbers as hash keys. On the smaller dataset, we obtained a 92% successful classification rate.

Table 4. Classification results using different distance metrics as compared to the baseline obtained for GRSD-

<table>
<thead>
<tr>
<th>GRSD- distance metric</th>
<th>Accuracy [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euclidean</td>
<td>94.5</td>
</tr>
<tr>
<td>Manhattan</td>
<td>92.5</td>
</tr>
<tr>
<td>Jeffries-Matsuhita</td>
<td>95.5</td>
</tr>
<tr>
<td>Baseline (SVM – not part-based)</td>
<td>95.3</td>
</tr>
</tbody>
</table>

Fig. 6. Confusion matrices for different distance metrics
dataset this increased classification time by 21.4% and dropped the success rate by 1.2%. On larger databases this difference will only be accentuated even more. The advantage of incorporating the spatial relations between parts is highlighted in the next subsection as well.

Another interesting observation is shown in Figure 7 (b). When taking into account the cumulative results, considering the second most likely result already improves our classification rate by 5%. Knowing this, we could be able to take advantage of the possible re-segmentations of the testing object in case we obtain similar top votes.

### 8.2 Comparison to Segmentation-Based Classification

The main advantage of our approach is that it does not rely on a correct segmentation and that it takes relations between parts into account (both through the
hashing and the cumulative voting of part groupings). To exemplify this, consider the results for the test scene shown in Figure 8. Using the GRSD- feature, our approach classifies around 90% of the points correctly, while a geometric segmentation followed by a nearest neighbor classification obtained a correct classification for around 65% of the points. Even though the segmentation has few errors for this scene, misclassification rate is quite high, but using our part-grouping approach results are much better. For a full evaluation of the method on larger scenes, please see the following subsection.

8.3 Complete Cluttered Scenes

Figures 9 and 10 show the two additional tabletop scenes on which we tested our approach. The color red represents the sphere class, blue cylinders, yellow boxes, and cyan the flat class. We are currently in the process of capturing and labeling a larger set of scenes, that will present more varied object types. Manual labeling is a time-consuming process, but we feel that the previous subsection provided enough support for the validity of the method. Based on the results on these datasets, here we will present additional aspects of our work as well.

Fig. 9. Segmentation and classification on a cluttered table scene 1

Fig. 10. Segmentation and classification on a cluttered table scene 2

The cluttered scene testing was run on the two tabletop scenes, using different datasets or combinations of datasets as training data shown in Table 5. As it is expected result vary depending on the type of dataset we used for training. Although results when testing objects as separate clusters were good for the RGBD datasets, when testing the scenes the results were far from satisfying. This is because the scenes contain very different kinds of objects.
Table 5. Classification results for tabletop scenes using different training datasets

<table>
<thead>
<tr>
<th>Datasets:</th>
<th>RGBD-Small</th>
<th>RGBD</th>
<th>VOSCH</th>
<th>Small+VOSCH</th>
<th>RGBD+VOSCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scene 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>per point</td>
<td>73%</td>
<td>47%</td>
<td>76%</td>
<td>84%</td>
<td>54%</td>
</tr>
<tr>
<td>per segment</td>
<td>83%</td>
<td>49%</td>
<td>67%</td>
<td>83%</td>
<td>54%</td>
</tr>
<tr>
<td>Scene 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>per point</td>
<td>76%</td>
<td>54%</td>
<td>70%</td>
<td>80%</td>
<td>58%</td>
</tr>
<tr>
<td>per segment</td>
<td>76%</td>
<td>41%</td>
<td>72%</td>
<td>74%</td>
<td>47%</td>
</tr>
</tbody>
</table>

In order to diversify our training data we combined the RGBD dataset with the “VOSCH” Kinect scan dataset used in [25], consisting of 63 similar objects than in our scenes, captured from different viewpoints with an angular step of 15 degrees. Similarly to [4], we found that this “domain adaptation” improves results, as seen in Table 5. However, as the results on the larger RGBD dataset suggest, identifying the correct weighting of the two data sources is necessary, possibly based on an evaluation set. Apparently, as the number of objects increases, confusions get more frequent, therefore the weight of the domain specific objects need to be increased.

In the case of the smaller dataset, the combination with the scans from VOSCH improved over the results on both separate sets of training data, highlighting the importance of mixing various sources of information while keeping specific specialties. Related ideas are discussed in [29] as well, where the task and environment adaptation improves perception capabilities. Thanks to the hashing approach, handling large databases and dynamically adding new objects is alleviated, as training times are reduced, and only affected groups have to be re-trained.

One of the important contributions of our work is the grouping of neighboring parts and taking into account the results of these groups. When grouping neighboring parts there is an upper threshold on the maximum number of parts that can form a grouping. When training the classifier this threshold was set to 8. In the case of tabletop scenes we experimented with this threshold and found that the optimal maximum number of parts that can form a grouping is actually less then the one used for single objects. Results of this evaluation are shown in Figure 11 (a). It can be observed that grouping the segments greatly improves the classification process up to a given number of parts. However, if we choose the threshold to be too high in a cluttered scene, we risk grouping parts together that do not belong to the same object.

As a final experiment, we repeated the experiment from Figure 7 (b) for the combined (per-point) results of the two scenes as well, see Figure 11 (b). Again, we found that the top votes are correct in the majority of cases, with the success rate increasing by nearly 12% to 95.8% with the first two votes being considered.
Fig. 11. Results for different maximum parts in a grouping, and different number of top votes considered

9 Conclusion and Future Work

In this paper we have shown the advantages of exploiting multiple segmentations and part-graph descriptors to deal with object categorization in clutter. The proposed methods were evaluated on a large RGBD dataset, and on Kinect scans of cluttered tabletop scenes, and showed promising results.

Given the class distributions for the different parts in the complete scenes, a subsequent verification or fitting step would be needed to find the exact object locations and poses. Nonetheless, these probabilities alone provide the assignment of parts to objects, and offer valuable input about likely object hypotheses. Additionally, as argued in [10], partial occlusion and shape variability is handled well by object part relations, a property we could enhance further by exploiting the additive property of the used feature.

Probably the most critical issue is the relatively non-descriptive simplified GRSD-. Future work will concentrate on using an additive version of the more descriptive VFH or the improved GRSD-/Color-CHLAC combination [25]. Additive features also allow for partial correspondence, by checking if all bins of a feature vector are smaller than those of a trained vector. This way occlusions don’t “break” a detection, but special classification methods are needed in order to take advantage of this (for example, Linear Subspace Method as in [25]).

Currently only nearest neighbors classification is used in combination with hashing, but we plan to exploit the advantages of the classification framework to use more discriminative methods as well.
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Abstract. Perception of object categories is a key functionality towards more versatile autonomous robots. Object categorization enables robots to understand their environments even if certain instances of objects have never been seen before. In this paper we present the novel descriptor Surface-Approximation Polynomials (SAP) that directly computes a global description on point cloud surfaces of objects based on polynomial approximations of surface cuts. This descriptor is directly applicable to point clouds captured with time-of-flight or other depth sensors without any data preprocessing or normal computation. Hence, it is generated very fast. Together with a preceding pose normalization, SAP is invariant to scale and partially invariant to rotations. We demonstrate experiments in which SAP categorizes 78 % of test objects correctly while needing only 57 ms for the computation. This way SAP is superior to GFPFH, GRSD and VFH according to both criteria.

Keywords: Object Categorization, Robot Vision, 3D Descriptor.

1 Introduction

Mobile service robots which are intended to serve people in natural household environments need to retrieve rich information about their surroundings to accomplish tasks given to them. A major part of this perception problem is the recognition of objects for interaction. Although powerful object detection algorithms exist today they do not suffice for a versatile operation. Neither should every single object occurring in the environment be learned by the robot in advance nor would this even be realizable with respect to current hardware limitations. Object categorization solves this problem by identifying the class of formerly unseen object instances. Hence, the perception problem decreases significantly in size. This work focuses on the categorization of small and medium-scale rigid household objects with a simple shape.

The use of point cloud data is a good starting point towards successful object categorization in this case since many common object classes in households...
Fig. 1. Computation of the SAP descriptor: the point cloud of the milk box is scale normalized and cut with planes. The red surface points at the cuts contribute to the polynomial approximation.

expose strong similarities in shape whereas texture may differ significantly. Moreover, algorithms for categorization should evaluate fast as there is limited computing power and energy supply available on a mobile robot while users expect fast responses. To our knowledge, the best algorithms with respect to runtime use Global Fast Point Feature Histograms (GFPFH) [1], Global Radius-based Surface Descriptors (GRSD) [2] or Viewpoint Feature Histograms (VFH) [3], that describe the properties of an object’s point cloud based on point normals. They are computed within less than a second by several complex steps which also include the denoising of the data that is necessary for reliable normal estimation.

In this work, we present the novel Surface-Approximation Polynomials (SAP) descriptor, which is tailored for the goal of fast and normal-free object categorization on point cloud data. It is based on a pose normalization of the object’s point cloud and the approximation of polynomials along cuts of the surface (see Figure 1). We successfully apply this descriptor directly to noisy and unprocessed point cloud data generated by SwissRanger SR4000 and PMD CamCube depth sensors. We will show that this descriptor allows for a categorization performance of 78 % correctly categorized objects on a dataset of 14 classes. This is superior to GFPFH, GRSD and VFH by 9.5 % and more. At the same time the SAP descriptor can be computed within only 57 ms which is faster than each of the three aforementioned descriptors. We also demonstrate the scale invariance of SAP and the partial rotation invariance to tilt and pan. Finally, we provide an outlook for the addition of rotational invariance around the camera axis.

The remainder of this paper is structured as follows: Section 2 provides a literature review on object categorization techniques in different contexts and Section 3 explains the algorithm of the SAP descriptor as well as the categorization framework. In Section 4 we present various experiments which demonstrate the performance and properties of the SAP descriptor. We conclude with a summary and an outlook on future work in Section 5.
2 Related Work

Object categorization is a topic of high interest in the computer vision and the robotics community. However, both areas are quite different concerning their data, constraints and objectives. Computer vision approaches usually rely on plain color images and aim at tasks like image retrieval. A good overview over current methods is provided by Galleguillos and Belongie [4]. Modern techniques in this area mostly use derivatives of Bag-of-Words models (BoW) on local descriptors with Support Vector Machines (SVM) as classifier and attain image categorization results of around 70% on the Caltech-101 dataset [5]. While computer vision research rather focused on categorizing large amounts of classes recently [6], high precision in the predictions is actually more important to robotics. We believe that the use of depth sensors supports this goal since 3D shape is often very characteristic for object classes.

Hence, we have to deal with 3-dimensional data from our objects of interest. Similar to local 2D images features, many local 3D descriptors have been devised. Some popular examples are Spin Images [7], Shape Index [8], 3D SURF [9] and SHOT [10]. For a broader overview on local 3D descriptors and a comparison regarding the object classification task we refer to Knopp et al. [11], who present orientation invariant 3D object categorization based on Bag-of-Words from 3D SURF features and a Hough Transform voting method. They evaluate their algorithm on high resolution full 3D models and obtain 95.5% accuracy for 8 categories. However, the processing for one model takes 20.66s on the 3D SURF features and even more on other local features. Likewise, Toldo et al. [12] present up to 100% accuracy on synthetic data for 6 classes while having computation times around 50s. They apply Bag-of-Words on segmented parts of the object using the Shape Index descriptor and classify with an SVM. Examples of global features for the shape matching task are Shape Distributions [13] and Spherical Harmonics [14]. Although these approaches provide very high accuracies, they do not meet several aspects in robotics: first, highly resoluted 3D meshes are normally not available with current 3D sensors attached to robots. Moreover, the object’s surface is regularly captured and categorized from a single view instead of a full 360° model. Finally, computation times should be as low as possible but definitely not in the order of seconds or higher. Therefore, we will propose a 3D descriptor for categorizing single shot object surfaces which is very fast to compute and robust to low quality sensory input yet powerful enough for high categorization rates. Pu et al. [15] present an approach for 3D model retrieval that computes the global descriptor from various slices through the 3D mesh. Their key idea is similar to our approach, however, their work focuses on instance retrieval of highly resoluted full 3D models.

Related work which addresses the issues of robotics is available with unsupervised and supervised category learning. The first problem was investigated by Endres et al. [16] who collect histograms of discretized spin images of objects segmented from 3D laser scanner data and cluster them with Latent Dirichlet Allocation (LDA) in an unsupervised fashion. The resulting classes correspond to balloons, boxes, chairs, swivel chairs and humans with 90.38% accuracy. Labels
are assigned within 0.5 s. However, as we like to access the semantic information included in the class labels, we need to use a supervised learning approach.

Based on a linear SVM classifier Bo et al. propose color and depth kernel descriptors which can categorize 86.2% of the test objects into 51 classes. Further popular descriptors are Surflet-pair-relation histograms, Global Fast Point Feature Histograms (GFPFH), which are very similar to the first, and Global Radius-based Surface Descriptors (GRSD). GFPFH builds on FPFH which computes the sum of angle histograms between angles of normals of each surface point and its neighboring points. These histograms are classified as geometric primitives. Histograms over the occurrence of geometric primitives along lines between any two voxels of the object’s point cloud yield the GFPFH feature. Its accuracy on a 4 class problem is 96.69% with a computation time of below a second. The GRSD descriptor is composed similarly to GFPFH descriptor from local RSD features, which basically represent the local minimum and maximum curvature around a point. It can categorize 85% of unseen objects correctly into six classes needing around 0.2s for each computation. Another descriptor that is very similar to GFPFH but that also encodes the viewpoint at the visible object surface is the Viewpoint Feature Histogram (VFH). VFH includes the camera axis in the computation of FPFH histograms to establish viewpoint dependent signatures for the trained objects.

Our descriptor is different from these methods insofar as it does not rely on normal computations and local feature representations. Instead, we construct the descriptor directly in a global fashion on the point cloud data and hence avoid the data preparation and normal computation which can consume quite some time if no GPU is available. This way SAP can be computed very fast within 57 ms. The next section details our approach.

3 Methods

This section describes the concepts of the SAP descriptor and the employed framework for categorizing unknown objects. We present a simple and easy-to-compute descriptor on point cloud data of objects. The SAP descriptor is specially designed for the needs of efficient object categorization on a robot being compact, scale invariant and having little computational demands.

Within the categorization framework, we approach the following two kinds of problems provided that the robot can obtain some descriptor for every object in its surroundings:

1. The robot must find objects of a certain category $k$ in its environment. It will label descriptors as either being members of category $k$ or not. This is a binary classification problem.
2. The robot has to assign a category label to every object found in its surroundings. This problem is essentially a classification problem with multiple classes.

The next section starts with an explanation how the needed data is acquired and preprocessed.
3.1 Data Acquisition and Segmentation

The SAP descriptor solely needs a single shot point cloud $\mathcal{P}$ of the object of interest segmented from the scene. We test the descriptor on two databases captured with a SwissRanger SR4000 sensor and a PMD CamCube, respectively. We did not use the Kinect sensor because it was not yet on the market when the databases were collected. The Swissranger 4000 has a resolution of 176x144 pixels and a depth accuracy of around 1% of the measured coordinates. The PMD CamCube can capture depth images with a slightly higher resolution of 204x204 pixels. Both databases will be introduced in Section 4.1.

For recording, the objects were placed on a rotary disc embedded into a table surface. We placed the depth camera approximately 1 m away from the object center and captured depth images of the objects from a slightly elevated viewing angle in front of a mostly homogeneous background (see Fig. 1). By rotating each object incrementally on the rotary table we recorded point clouds from all sides that can typically be observed by the robot when searching for objects on surfaces of the height of a table. This way, we captured 36 to 72 views per object.

For computing the SAP descriptor the obtained point clouds need to be segmented. We require that objects can only be placed on top of a plane, for example a table as in the case of the database recordings. We use a parametric model fitting algorithm from the PCL library [19] for the iterative estimation and removal of larger planes. This method searches for the plane parameters $a, b, c, d$ and points $(x, y, z)$ satisfying the corresponding plane equation

$$ax + by + cz + d = 0 \ .$$

Sample points are drawn from the point cloud and associated with a plane according to the RANSAC [20] algorithm. RANSAC iteratively draws triples of points, solves the plane equation and searches for further points supporting this plane. The algorithm terminates when the plane with most supporting points is found with high probability. The volume above this plane is considered as the space of potential objects. Multiple objects inside this volume are separated by Euclidean clustering so that we can only examine simple scenes with this approach. Nevertheless, providing a fancy segmentation algorithm that works in arbitrary situations is beyond the scope of this paper. We refer to the literature for approaches that work properly in many cases [1,21,22]. In the following we describe the SAP descriptor and the categorization methods.

3.2 Surface-Approximation Polynomials Descriptor

The underlying idea of the SAP descriptor is to generate a scale normalized view of an object’s surface, cut it with 2-dimensional planar subspaces perpendicular to the camera plane and approximate the projections of the cut with polynomials of even order. For a better understanding of the idea and the single steps we refer to Figure 2. To receive a scale-invariant description, the pose of point cloud $\mathcal{P}$ is normalized by computing the centroid $\mathbf{m}$ of $\mathcal{P}$ and its rescaling factor $s = \max_{\mathbf{p} \in \mathcal{P}} \{|p_x - m_x|, |p_y - m_y|\}$, where $p_x$ ans $p_y$ are the $x$- and $y$-coordinates
of point $p$ and $m_x$ and $m_y$ are components of the centroid $m$. The coordinate system is defined with the $z$-axis pointing from the camera center towards the scene. The $x$-axis runs horizontal in the image plane, the $y$-axis is vertical. Every point $p$ is then translated to shift the point cloud’s center into the origin and scaled by $\frac{1}{s}$. Due to the computation of the rescaling factor $s$, the $\bar{p}_x$- and $\bar{p}_y$-coordinates of each point $\bar{p}$ of the transformed point cloud $\bar{P}$ fall into the range $[-1, 1]$. In summary, the transformation is:

$$\bar{p} = \frac{1}{s} \cdot (p - m), \quad (2)$$

$$m = \frac{1}{|P|} \sum_{p \in P} p, \quad (3)$$

$$s = \max_{p \in P} \{|p_x - m_x|, |p_y - m_y|\}. \quad (4)$$

Translating the center of the point cloud to the origin ensures translation invariance with respect to the coordinate system of the depth sensor while the scaling operation effects that the point cloud is resized to a common scale.

After normalization, we sample points from the surface which are approximately located on straight lines parallel to the $x$- and $y$-axes. This can be thought of as picking points which approximately lie within cutting $x-z$-planes ($y = \text{const.}$) or $y-z$-planes ($x = \text{const.}$). Specifically, we define to sample points for $n_x$ lines parallel to the $x$-axis and $n_y$ lines parallel to the $y$-axis. These lines
are equally spaced within the [-1, 1] interval. The cutting planes are illustrated in the lower right image of Figure 2 in rose \((y = \text{const.})\) and purple \((x = \text{const.})\) color. The points associated with cuts are displayed in red.

Following, we approximate the points assigned to each cut with a polynomial of order \(n_p\) which essentially comprises the information coded in the point locations into \(n_p + 1\) parameters of the polynomial. The polynomials are computed with a standard regression approach: suppose that the coordinates of the points projected into the 2-dimensional subspace are renamed from \(x\) or \(y\) to \(u\) and from \(z\) to \(v\). We aim to find the parameters \(\mathbf{a} = (a_0, a_1, \ldots, a_{n_p})^T\) of the polynomial \(v = a_0 + a_1 u + \ldots + a_{n_p} u^{n_p}\). If we have \(L\) sample points on the cutting line, with \(L \geq n_p + 1\), we obtain \(L\) constraints that can be rephrased in vector notation:

\[
v_i = a_0 + a_1 u_i + \ldots + a_{n_p} u_i^{n_p}, \quad \forall i = 1, \ldots, L,
\]

\[
\mathbf{v} = \mathbf{U} \cdot \mathbf{a},
\]

\[
\mathbf{v} = [v_1, \ldots, v_L]^T,
\]

\[
\mathbf{U} =
\begin{bmatrix}
1 & u_1 & u_1^{n_p} \\
1 & u_2 & u_2^{n_p} \\
\vdots & \vdots & \vdots \\
1 & u_L & u_L^{n_p}
\end{bmatrix}.
\]

We can easily generate vector \(\mathbf{v}\) and matrix \(\mathbf{U}\) from the \(L\) point samples and solve the linear regression problem with a standard approach, e.g. Singular Value Decomposition. If the available point data is insufficient, we assign zeros to \(\mathbf{a}\).

Finally, we concatenate the parameter vectors \(\mathbf{1} a_i^T, i = 1, \ldots, n_x + n_y\), of the \(n_x\) and \(n_y\) approximated polynomials into one vector \(\hat{\mathbf{c}} = [\mathbf{1}_a^T, \ldots, \mathbf{n}_x + \mathbf{n}_y \mathbf{a}^T]\). The final SAP descriptor

\[
\mathbf{c} = \left[ \begin{array}{c}
\lambda_1 \\
\gamma \\
\lambda_2 \\
\lambda_3 \\
\lambda_1 \cdot \hat{\mathbf{c}}
\end{array} \right]
\]

consists of the parameter vector \(\hat{\mathbf{c}}\) and some general size information of the object. The eigenvalues \(\lambda_1, \lambda_2\) and \(\lambda_3\) (in descending order) are obtained from a Principal Component Analysis on point cloud \(\mathcal{P}\). They encode the size of the object in the three principal directions. \(\lambda_2\) and \(\lambda_3\) are expressed relative to \(\lambda_1\) to encode the relations between the side lengths. \(\lambda_1\) instead is saved with its full magnitude, except for the constant scaling factor \(\gamma\), so that the broad information about the object’s absolute size is preserved. The constant \(\gamma\) is solely necessary to rescale the entry of \(\lambda_1\) approximately into the range \([0, 1]\).

The computational complexity for computing the SAP descriptor is \(O(|\mathcal{P}|)\) where \(|\mathcal{P}|\) is the number of points in the point cloud. In detail, the single computations have the following complexities:

- scale and pose normalization: \(O(|\mathcal{P}|)\),
- point assignment to cuts: \(O((n_x + n_y) \cdot |\mathcal{P}|)\),
- SVD for polynomial approximations: \(O(L_{\text{max}}(n_p + 1)^2(n_x + n_y))\),
- PCA for eigenvalues: \(O(3^2 \cdot |\mathcal{P}|)\),

where \(L_{\text{max}} \ll |\mathcal{P}|\) is the largest number \(L\) of points on a cutting line.
In summary, the SAP descriptor is basically a collection of parameters from polynomials fitted into the normalized surface of an object and three size variables. The three parameters that can be tuned are the numbers of cuts \( n_x \) and \( n_y \) parallel to the \( x \)- and \( y \)-directions as well as the order \( n_p \) of the polynomial.

### 3.3 Category Learning

After the computation of descriptors we have to apply a method that separates the different object categories by finding the characteristics in their descriptors. Recall that we aim at enabling the algorithm for two tasks: the search for an object instance of a certain class, which is a binary one-against-all classification problem, and the detection of the category of an unknown object, which is a multi-class decision problem. Therefore, the classification algorithm is based on \( N \) binary one-against-all classifiers that distinguish each of the \( N \) object classes against the others. A straightforward extension of these binary classifiers for multi-class distinction without learning a new classifier will be discussed in Section 3.4.

We use Random Forest classifiers [23] for the \( N \) binary one-against-all classification problems because they compared favorably to Support Vector Machines [24] and K-Nearest Neighbors as we will see in Section 4.2. Each Random Forest is trained in regression mode assigning a 1 as desired output if the provided descriptor is from the category the classifier is trained on and assigning a 0 if the sample originates from any other class. Queried with a sample \( x \), the Random Forest for class \( k \) will output a number \( w_k = w_k(x) \) between 0 and 1. We define a decision boundary \( \theta_i \in [0,1], i = 1, \ldots, N \), for each of the \( N \) Random Forest classifiers which allows to interpret the outputs \( w_k \): we say that classifier \( k \) asserts that sample \( x \) belongs to its class if \( w_k \geq \theta_k \). Dependent on the value of the decision boundary \( \theta_k \) we obtain different results regarding

- the true positive rate \( \rho_{tpr} \) (recall):
  \[
  \rho_{tpr} = \frac{h_{tp}}{h_{tp} + h_{fn}},
  \tag{14}
  \]
- the false positive rate \( \rho_{fpr} \):
  \[
  \rho_{fpr} = \frac{h_{fp}}{h_{fp} + h_{tn}} \quad \text{and} \quad \tag{15}
  \]
- the precision \( \rho_{pr} \):
  \[
  \rho_{pr} = \frac{h_{tp}}{h_{tp} + h_{fp}} \quad \tag{16}
  \]

of the classifier. Here we denote the number of true positive classifications \( h_{tp} \). These are positive samples which were actually classified positive. The number of false positive classifications is called \( h_{fp} \), the number of false negative classifications \( h_{fn} \) and the number of true negative classifications \( h_{tn} \).

We set each \( \theta_i \) to the optimal value suggested by the performance on the training set according to the following measure:

\[
\theta_i = \arg \min_{t \in [0,1]} d_{\text{ROC}}(\rho_{tpr,i}(t), \rho_{fpr,i}(t)) \quad \tag{17}
\]

\[
d_{\text{ROC}}(\rho_{tpr}, \rho_{fpr}) = \sqrt{(1 - \rho_{tpr})^2 + \rho_{fpr}^2}. \tag{18}
\]
Hence, we are searching for the $\theta_i$ that minimize the distance of the ROC plot to the optimal point with $\rho_{tpr,i} = 1$ and $\rho_{fpr,i} = 0$ for each class $i$. If we search for an object of class $i$ and the corresponding classifier outputs a value greater or equal than $\theta_i$ when provided with a descriptor $x$ we consider the sample as belonging to the queried class $i$.

However, this method does not work properly if the category of a sample has to be determined since in some cases more than one binary classifier might assert that sample $x$ belongs to its class. Therefore, we convert the output $w_k$ of each classifier $k = 1, \ldots, N$ into a likelihood $L(a_k|x)$ of descriptor $x$ belonging to class $k$. We define

$$L(a_k|x) = \frac{e^{\alpha m_k(x)}}{e^{\alpha m_k(x)} + e^{-\alpha m_k(x)}},$$

$$m_k(x) = \begin{cases} \frac{w_k(x) - \theta_k}{1 - \theta_k}, & w_k(x) \geq \theta_k \\ \frac{w_k(x) - \theta_k}{\theta_k}, & w_k(x) < \theta_k \end{cases} \quad \forall k = 1, \ldots, N.$$  

Mapping $m_k(x)$ maps the output value $w_k(x)$ piecewise linearly from the range $[0, \ldots, \theta_k, \ldots, 1]$ to $[-1, \ldots, 0, \ldots, 1]$ where the decision threshold $\theta_k$ is mapped to 0. Then for all positive decisions of classifier $k$, that is $w_k(x) \geq \theta_k$, it holds that $m_k(x) \geq 0$ and for all negative decisions we have $m_k(x) < 0$. Equation (19) is inspired by the conversion of the tree ensemble output to a probability in AdaBoost [25]. This function maps negative values of $m_k(x)$ to low probabilities, positive values of $m_k(x)$ to high probabilities and assigns uncertainty, that is 0.5, if $m_k(x)$ equals 0. Whereas the potentially different values of the decision thresholds $\theta_k, k = 1, \ldots, N$, prevent a direct comparison of the outputs $w_k(x)$, the conversion as shown renders the certainties $L(a_k|x)$ of different classifiers comparable. Parameter $\alpha > 0$ in equation (19) is a scale factor which defines the slope of the mapping and the minimally $\frac{e^{-\alpha}}{e^{-\alpha} + e^{\alpha}}$ and maximally $\frac{e^\alpha}{e^\alpha + e^{-\alpha}}$ possible probability. $\alpha$ must be carefully adjusted to distribute the occurring $w_k(x)$ over the whole range of probabilities.

The next section details how we can obtain a category decision from the likelihoods of the binary classifiers with respect to their reliabilities.

### 3.4 Extension for Multi-class Categorization

Most of the popular classification methods of machine learning are essentially distinguishing between two classes. Several approaches exist for a multi-class extension of those binary classifiers, like one-against-all or one-against-one schemes. In one-against-all solutions, there exists one basic classifier for each class which discriminates a single class against the remainder of classes. The decision for a certain class is found either by choosing the result of the classifier with the highest certainty or by constructing a decision cascade beginning with the strongest classifier [26]. Another approach is the one-against-one scheme which contains a basic classifier for each pair of classes. The decision is determined by collecting the votes of all these classifiers. For the reasons discussed in Section 3.3 we
decided for the one-against-all scheme whose size only grows linearly with the number of classes.

Furthermore, each of the $N$ one-against-all classifiers outputs a certainty $L(a_k|x)$ that descriptor $x$ belongs to class $k$ as explained in Section 3.3. One could be tempted to classify a descriptor with the respective class of the classifier yielding the highest certainty. However, this can easily lead to wrongly biased multiclass decisions since the individual reliabilities of the classifiers are not considered. A simple example illustrates the problem: Suppose the classifier for class $j$ is outputting a probability of 1.0 for every sample so that we would always choose it. Nevertheless, this classifier is only correct in those few cases when the sample is indeed from class $j$. That is visible on the low precision of classifier $j$, which indicates that only few of the positive outputs are indeed correct. The multiclass performance of this classifier would not be better than guessing. This finding suggests that we have to incorporate the precision of each classifier, which is a measure of reliability.

Consequently, we apply a probabilistic decision scheme which outputs a probability distribution for the class to choose. The proposed scheme incorporates the different reliabilities of the classifiers in a principled way. Assume there are $N$ different binary classifiers, Random Forests in our example, each for one of the $N$ classes of objects. Presented with a data sample $x$, their outputs are the likelihoods $L(a_1|x), \ldots, L(a_N|x)$, where $L(a_k|x)$ stands for the certainty of classifier $k$ that $x$ is a sample of its class (see Section 3.3). Applying the formula for total probability, the probability that sample $x$ is a descriptor of class $o_i$ can be expressed as

$$p(o_i|x) = \sum_{k=1}^{N} p(o_i|a_k, x)p(a_k|x) \quad .$$

We approximate

$$p(o_i|a_k, x) \approx p(o_i|a_k) = \frac{p(a_k|o_i)p(o_i)}{p(a_k)} \quad (22)$$

The decision accuracy term $p(a_k|o_i)$, which describes the probability that the binary classifier of class $k$ considers a sample positive when it is actually a sample of class $i$, is determined from cross-validating the binary classifiers while the class frequency prior $p(o_i)$ is set to a uniform distribution but could also be obtained from the training dataset. Having these distributions we can calculate $p(a_k) = \sum_{i=1}^{N} p(a_k|o_i)p(o_i)$. The prior $p(a_k|x) = \beta L(a_k|x)$ is proportional to the certainties $L(a_k|x)$. However, as we are only interested in the object class $\hat{o} = \arg\max_{o_i, i=1,\ldots,N} p(o_i|x)$ with highest probability, we do not have to compute $\beta$. In summary, we determine the multiclass decision $\hat{o}$ as

$$\hat{o} = \arg\max_{o_i, i=1,\ldots,N} \sum_{k=1}^{N} \frac{p(a_k|o_i)p(o_i)}{p(a_k)} L(a_k|x) \quad .$$

(23)

This approach allows to weight the probabilities with which the classifiers are voting for their class with the reliabilities of these classifiers.
### Table 1. Number of objects captured from each class in the IPA-1 and IPA-2 database

<table>
<thead>
<tr>
<th>IPA-1</th>
<th></th>
<th>IPA-2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>class</td>
<td># objects</td>
<td>class</td>
<td># objects</td>
</tr>
<tr>
<td>ball</td>
<td>3</td>
<td>binder</td>
<td>10</td>
</tr>
<tr>
<td>book</td>
<td>10</td>
<td>book</td>
<td>11</td>
</tr>
<tr>
<td>bottle</td>
<td>10</td>
<td>bottle</td>
<td>10</td>
</tr>
<tr>
<td>coffeepot</td>
<td>7</td>
<td>can</td>
<td>10</td>
</tr>
<tr>
<td>cup</td>
<td>10</td>
<td>coffeepot</td>
<td>10</td>
</tr>
<tr>
<td>drink carton</td>
<td>4</td>
<td>cup</td>
<td>10</td>
</tr>
<tr>
<td>flowerpot</td>
<td>7</td>
<td>dishes</td>
<td>10</td>
</tr>
<tr>
<td>plush toy</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>toy car</td>
<td>3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 4 Evaluation

This section evaluates the categorization performance of the SAP descriptor and compares the results with other approaches. We additionally demonstrate the properties of the SAP descriptor concerning computation time and invariance to camera distance and rotations. All experiments measuring categorization rates were carried out with a 10-fold randomized leave-out-one cross-validation in which we left one randomly chosen object for the test set that did not occur within the training data. Categorization rates are the ratios of correctly classified views of the test objects to the total number of views from test objects. Categorization rates are computed individually for each class and reported as the average over all classes. All results were determined using the following databases.

### 4.1 Datasets

We recorded two datasets with 9 and 14 classes of household objects, respectively, according to the procedure described in Sec. 3. The dataset with 57 objects from 9 classes is called set IPA-1. For this set, each object was placed on a rotary table and captured 72 times yielding consecutive views in 5° steps. The Swissranger depth camera was mounted at the height of a robot viewing slightly downwards onto the table. The average number of points per segmented object is 6144. The left column of Table 1 summarizes the classes contained in the database as well as the number of object instances captured.

The second dataset, named IPA-2, was captured with a PMD CamCube and contains 36 views per object. The average number of points per object is 26491. The middle and right columns of Table 1 provide an overview over the distribution of the 151 objects into the 14 classes. A detailed description of the IPA-2 object database can be found in [27]. This set is publicly available at [http://www.kyb.mpg.de/nc/employee/details/browatbn.html](http://www.kyb.mpg.de/nc/employee/details/browatbn.html).
4.2 Results

We compare the performance of our categorization framework and the SAP descriptor on the larger IPA-2 database with the Global Radius-based Surface Descriptor (GRSD), the Global Fast Point Feature Histogram (GFPFH) descriptor and the Viewpoint Feature Histograms (VFH) descriptor, which have been applied to similar tasks. For computing the latter three descriptors, we used the implementations of the PCL library \[19\] and implemented the supplementary preprocessing according to the descriptions in the original papers \[2,1,3\]. Additionally, the point clusters of the objects were centered in front of the camera before any data processing so that no random deviations of the camera viewpoint could diminish the descriptive power of these descriptors. We found that this measure increased the recall rate of VFH by almost 2 %, for example. Then, the point clouds were downsampled with a voxel filter of leaf size 1.5 cm (GRSD, GFPFH) or 0.5 cm (VFH), respectively, to speed up the following normal estimation. Finally, we called the functions which compute the respective descriptors from the point cloud and its normals. For accumulating the local RSD features, we utilized the GFPFH-function as this is almost exactly the algorithm which also computes GRSD and because no other implementation was available. The labels for each voxel were estimated with the getSimpleType() function, which appears to realize the method described in the original paper. As we do not have point-wise labels in our datasets, we could not train the voxel labels w.r.t. to the FPFH descriptors as explained in \[1\]. Instead, we clustered the FPFH descriptors with k-means into 5 classes and used these classes as labels for the GFPFH computation. Using more clusters resulted in a decrease in performance.

In the following, the naming scheme for the variants of SAP descriptors is SAP-$n_x$-$n_y$-$n_p$, where $n_x$, $n_y$ describe the number of cuts along the x- and y-coordinate axes and $n_p$ denotes the degree of the approximating polynomial. The multi-class classification rates and their standard deviations on dataset IPA-2 are compiled in Table 2 for all tested descriptors. For the sake of completeness we also cite the results from Browatzki et al. \[27\] who conducted similar experiments on this database. We can observe that the SAP descriptor appears to be more powerful for categorization problems than VFH, GRSD or GFPFH with an increase in multi-class categorization performance of 9.5 % to 23.5 %. SAP also performs 5 % better than the best of the four descriptors tested in \[27\]. For SAP, GRSD and GFPFH we report the results when using the categorization framework of this paper whereas the VFH descriptors are categorized with a Support Vector Machine.

Table 3 summarizes the classification rates of these descriptors with respect to the used classifier. We compare a K-Nearest Neighbors (KNN) classifier with $k = 1$, a multi-class Support Vector Machine (SVM)\[1\] and our proposed framework with Random Forests. It shows that our method can almost always attain the top performance. Only with the VFH descriptor the multi-class SVM is 1.1 % better. The results for KNN do not improve when the number of considered neighbors

---

\[1\] Both classifiers as implemented in OpenCV \[28\], however the SVM originates from libsvm \[29\].
Table 2. Comparison of several descriptors regarding multi-class categorization performance, average computation time per view and average throughput in points per second. The evaluation was carried out on the IPA-2 database.

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Performance</th>
<th>Computation Time</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shape Distributions [27]</td>
<td>25.4 %</td>
<td>31 ms</td>
<td>~ 855 000 pts/s</td>
</tr>
<tr>
<td>Shape Index [27]</td>
<td>34.6 %</td>
<td>78 ms</td>
<td>~ 339 000 pts/s</td>
</tr>
<tr>
<td>Shape Context 3D [27]</td>
<td>55.2 %</td>
<td>234 ms</td>
<td>~ 113 000 pts/s</td>
</tr>
<tr>
<td>Depth Buffer [27]</td>
<td>72.9 %</td>
<td>16 ms</td>
<td>~ 1 656 000 pts/s</td>
</tr>
<tr>
<td>GFPFH</td>
<td>54.4±6.2 %</td>
<td>921 ms</td>
<td>28 928 pts/s</td>
</tr>
<tr>
<td>GRSD</td>
<td>56.1±5.8 %</td>
<td>957 ms</td>
<td>27 841 pts/s</td>
</tr>
<tr>
<td>VFH</td>
<td>68.4±6.7 %</td>
<td>93 ms</td>
<td>205 883 pts/s</td>
</tr>
<tr>
<td>SAP-7-7-2</td>
<td>77.9±5.5 %</td>
<td>57 ms</td>
<td>338 534 pts/s</td>
</tr>
</tbody>
</table>

Table 3. Comparison of different classifiers for categorizing the objects from the IPA-2 database with several descriptors

<table>
<thead>
<tr>
<th>Classifier</th>
<th>KNN ($k = 1$)</th>
<th>SVM</th>
<th>Random Forests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance with SAP-7-7-2</td>
<td>55.4 %</td>
<td>45.5 %</td>
<td><strong>77.9 %</strong></td>
</tr>
<tr>
<td>Performance with VFH</td>
<td>60.4 %</td>
<td><strong>68.4 %</strong></td>
<td>67.3 %</td>
</tr>
<tr>
<td>Performance with GRSD</td>
<td>56.0 %</td>
<td>51.5 %</td>
<td><strong>56.1 %</strong></td>
</tr>
<tr>
<td>Performance with GFPFH</td>
<td>51.6 %</td>
<td>46.8 %</td>
<td><strong>54.4 %</strong></td>
</tr>
</tbody>
</table>

$k$ is increased. The SVM uses a one-against-one multi-class extension. It was trained with automatic parameter tuning through a 10-fold cross-validation. The margin between the three classifiers is by far the largest with the SAP-7-7-2 descriptor. The reason for this effect is the inhomogeneous descriptor which consists of an absolute size measure, two relative size measures and parameters of polynomials. Random Forests do not require the input data to be normalized to a common magnitude. Consequently, they work well with the data we provide. However, we would need to construct an adequate metric for KNN or SVM since these classifiers rely on normalized data.

Besides the categorization performance we also report average computation times and throughput for the descriptor computation from a single view, including necessary preprocessing. To avoid biased representations the computation time for the classifier is not included. Nevertheless, our Random Forests-based approach evaluates very fast with only 8 ms on average for the SAP-7-7-2 descriptor (45-dimensional). The results for the descriptors Shape Distributions, Shape Index, Shape Context and Depth Buffer were determined by Browatzki et al. [27] and are obtained on a 3 GHz DualCore machine with 2 GB RAM. We estimated the throughput for these values. All code was written in C++. The computation times for GFPFH, GRSD, VFH and SAP were determined on a mobile Intel I7 2.8 GHz Processor using only a single core. It shows that the computation time of the SAP descriptor is almost four times slower than the top performer Depth Buffer, however at the gain of 5% better categorization
Fig. 3. Comparison of different configurations of the SAP descriptor with varying numbers of surface cuts and degrees of the approximating polynomials (a) on IPA-1 database and (b) on IPA-2 database.

rates. The runtime of SAP allows to compute the descriptor with over 17 Hz. That is SAP could classify up to 17 objects in a scene within one second. VFH suffers from a slightly longer computation time because of the preceding normal computation. GFPFH and GRSD can only categorize one object per second.

4.3 Parameters and Properties of the SAP Descriptor

As explained in Section 3.2, the SAP descriptor has three parameters which are supposed to have a significant influence on its descriptive power and cannot be trivially chosen. Therefore, we examine the categorization performance with respect to the numbers of cuts \( n_x \) and \( n_y \) parallel to the \( x \)- and \( y \)-axes and with respect to the degree \( n_p \) of the approximating polynomial. The number of cuts is always kept equal for both dimensions, that is \( n_x = n_y \), since objects can have the same extent in both directions. It is not possible to reduce \( n_y \) for slim objects because the employed classifiers expect descriptors of fixed length. Furthermore, it is not suitable to divide a constant total number of cuts to variable numbers \( n_x \) and \( n_y \) either, as this approach means comparing parts of the descriptors which contain spatially unrelated data for different objects or at least for objects from different classes.

The dependency of classification performance on these parameters is illustrated in Figure 3(a) for the IPA-1 dataset and in Figure 3(b) for the IPA-2 dataset. Both diagrams report results for the binary classification problem of separating one object class against the others as well as for the multi-class labeling task where each object view has to be assigned one of the class labels. The general trend that polynomials with higher degree \( n_p \) cause a lower categorization performance becomes evident in the binary and multi-class case. Manual inspection of the descriptors suggests that higher order polynomials are less stable and tend to model the noise from the sensor. As to expect, increasing the number of cuts allows the descriptors to capture more details and improves the categorization results. Furthermore,
Fig. 4. Recall rates for the SAP descriptor with varying numbers of surface cuts and a polynomial degree of 2 when the descriptor either contains the size information from the PCA eigenvalues. Evaluated on the IPA-2 database.

dataset IPA-1 contains less object classes than IPA-2 and consequently, the recall rates are higher with fewer classes. Finally, we can conclude that SAP-7-7-2 is a reasonable choice considering the categorization performance on both datasets and the computation time. Therefore, we selected this configuration as standard for the comparison to other descriptors and within the following experiments revealing further properties of SAP.

Besides a suitable configuration we also need to know whether it makes sense to concatenate the absolute and relative size information from PCA with the polynomial parameters to form the SAP descriptor. Thus, we analyzed both components of the SAP descriptor alone. We found that using only the three values of the size component the categorization performance decreases to 62.2%. On the other hand, there is a similarly significant drop in the recall rates if only the polynomial parameters appear in the descriptor as Figure 4 indicates. Consequently, combining both cues in the SAP descriptor proves to be reasonable.

Next, the influence of the parameters of the SAP descriptor on the computation time shall be dissected. Figure 5(a) displays the average computation times for the computation of a SAP descriptor from one object view for increasing numbers of $n_x, n_y$ and $n_p$. As the theoretical analysis in Section 3.2 predicts there is a linear increase in computation time with rising numbers of surface cuts. However, the influence of the degree of the polynomials is less visible because of the very small differences in computation time. We therefore suppose, that the SVD for polynomial fitting has a significantly lower impact on the computation time than the effort for assigning points to the cuts, which is also linear with $n_x + n_y$ but independent of $n_p$. We also display statistics about processed model points per second in Figure 5(b) to provide a measure which is independent of the number of points per object view. The general trend coincides with the computation time result as throughput behaves essentially reciprocal to computation time: the more surface cuts and the higher the degree of the polynomials, the lower the throughput.
Fig. 5. Dependency of (a) computation time and (b) throughput of the SAP descriptor for increasing numbers of surface cuts and polynomial degrees measured on set IPA-2.

Table 4. Effect of lower resolution point cloud data on the SAP-7-7-2 descriptor. The resulting recall rates are a measure of robustness to scale changes.

<table>
<thead>
<tr>
<th>Percentage of Points</th>
<th>100 %</th>
<th>50 %</th>
<th>25 %</th>
<th>10 %</th>
<th>6.25 %</th>
<th>4 %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera Distance Factor</td>
<td>1</td>
<td>1.4</td>
<td>2</td>
<td>3.2</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Performance</td>
<td>77.9 %</td>
<td>78.2 %</td>
<td>77.1 %</td>
<td>74.9 %</td>
<td>74.8 %</td>
<td>73.6 %</td>
</tr>
</tbody>
</table>

4.4 Scanning Distance and Rotation Invariance

The last part of the evaluation deals with the robustness or invariance of the SAP descriptor against common transformations of objects. First, we analyze the invariance against scale changes. This happens when the camera moves closer to the object or farther away from it. Although the range sensors still capture the real size of the objects because they provide metric measurements, the sampling density of the point clouds decreases quadratically with the distance to the camera. A consequence is that noisy pixels can have more impact since their percentage of the measured points increases. SAP is computing regressions over many points and should therefore naturally expose a high robustness to scale changes. We simulated scale changes by randomly sampling decreasing amounts of points from the original depth data. The recall rates reported in Table 4 indicate that SAP has indeed a high scale invariance. Please notice that sampling 25 % of the original points corresponds to doubling the distance to the camera and sampling 10 % is approximately the triple distance. Up to this distance the categorization performance does not decrease more than 3.0 %.

Rotations are another important kind of transformation that regularly occur between objects in the real world and the camera. In Figure 6(a) we define three kinds of basic rotations: pan, tilt and roll. Arbitrary rotations consist of these three basic rotations. In the following, we examine to which extent SAP can handle each of them.
First, we evaluate the robustness to tilting rotations of the object. This kind of rotation occurs for example when the camera watches the object from a different height and angle. To gauge the robustness of the SAP descriptor against tilting rotations, we trained the categorization system with the original data from the IPA-2 database and the same data from every object view tilted by angle $\alpha$ against the camera. Then we measured the categorization performance on object views of objects outside the training set which were tilted by angle $\alpha/2$. This way we can predict how many different tilt angles have to be present in the data of training objects to allow for successful categorization at the intermediate tilt angles. In Figure 6(b) the recall rates are plotted against the tilt angles of the test data. We can see that SAP can still categorize 73.0% of the test object views, which were tilted by 15°, while the training set only contained object views at tilt angles of 0° and 30°. Consequently, it would suffice to capture object views at different tilt angles every 30° of training instances to successfully model a class.

A similar analysis can be done for pan rotations. As we already have 36 views of each object around the pan direction in the IPA-2 database, an analysis about the rotational stability around the pan axis can be conducted by excluding more and more views from the training set. Testing is done with all views. Figure 7(a) shows the relation between utilized training views and recall rates. We learn that 18 views are enough to maintain a high recall rate of 77.0%. This corresponds to capturing depth images of the training objects in a pan distance of 20°.

Fig. 7(b) furthermore shows the results of descriptor repeatability tests on the IPA-2 database which underline that the descriptor’s similarities of neighboring viewing angles are very high. Similarity between two descriptors $c_1$ and $c_2$ is measured as the sum of squared differences (SSD) $SSD = \|c_1 - c_2\|_2^2$. Moreover, with increasing angular offset the SAP descriptors are still much more similar to the original object than to objects of any another class and also very similar to descriptors from other objects of the same class.
Fig. 7. Analysis of the rotational robustness of the SAP descriptor along the pan axis: (a) recall analyzed against the number of equally distributed views of the training objects for three configurations of the SAP descriptor. (b) Averaged sum of squared differences between SAP-7-7-2 descriptors obtained from different viewing angle offsets for descriptors originating from the same object, objects of the same category and random non-class objects.

SAP, as introduced in Section 3.2, has no means to compensate roll rotations. This implies that SAP can only recognize instances of the learned classes as long as they are standing in a similar upright position as the training objects. Of course, this is not generally the case in reality. Therefore, we devised a rotational transformation which precedes the SAP computation. This transformation compensates roll rotations of the captured object by projecting the 3D points into the image plane and computing a repeatable orientation. Then the point cloud is rolled to a canonical orientation so that the following SAP computation always runs on a well-adjusted point cloud. Several experiments showed the success of this idea with recall rates around 77.0 %. A paper about the analysis of this extension of the SAP descriptor is in preparation.

5 Conclusions

In this paper we introduced the novel descriptor SAP for categorizing simple household objects. SAP directly computes global features on possibly noisy point cloud data. We showed that if SAP descriptors are sampled appropriately from different views of training objects, SAP can obtain very good categorization results of 78% within a short computation time of 57 ms per computation. These results compare favorably to GFPFH, GRSD and VFH. Further experiments proved the invariance of the SAP descriptor to scale, to tilt rotations up to ±15° and to pan rotations up to ±10°. These results provide useful suggestions how to sample views from the training objects to ensure a complete coverage.

We also discussed an extension for full rotation invariance around the camera axis briefly. The results of our experiments are encouraging. Thus, future work
will be devoted to a careful evaluation of this approach. Furthermore, we plan to analyze whether it is possible to create some artificial views automatically to decrease the number of views which have to be captured from training objects. Finally, the SAP descriptor shall be tested with the Kinect depth sensor on numerous real world scenes.
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Abstract. In this paper we present an integrated approach for efficient online 3D semantic map building of urban environments and the subsequent extraction of qualitative spatial relationships between the different objects in the scene. We split this process into three stages, where we combine a state of the art image segmentation and classification algorithm with an online clustering algorithm to obtain a coherent representation of the environment. Finally, a graph representation is extracted which can then be used for spatial reasoning and human robot interaction. We present first results from data collected by a mobile robot which operates in city areas.

1 Introduction

The ability to recognize and understand the environment is a major goal for robotic intelligence. The development of Simultaneous Localization and Mapping (\textit{SLAM}) techniques has enabled robots to construct metric and topological representations of indoor and outdoor environments while keeping track of their own position \cite{2}. However, more sophisticated environment models are required for the creation of intelligent and fully autonomous systems. Apart from storing information about occupied and free areas \cite{3} or topological connections between areas in the environment \cite{4}, nowadays semantic maps have been introduced that contain additional layers of information such as the type of rooms, objects found, spatial relations between those objects \cite{5}, etc.\textsuperscript{1}

The advantages of the presence of semantics in the robot internal representation of the environment are manifold. The possibility for high-level reasoning and inference is opened, allowing for the creation of more versatile and intelligent components, such as efficient task planning \cite{6}. Moreover, understanding

\footnote{There are some inconsistencies in the literature on the use of the concepts of “\textit{semantic}” and “\textit{semantic mapping}”. In this paper, the term \textit{semantic} is used to refer to an entity (e.g. map or label) that contains meaningful information to humans.}
the environment on a similar semantic level as humans enables robots to communicate and exchange information with humans in an easier way. This can be used as an additional means of verifying and gathering information. Robots can acquire this higher level knowledge about their environment either through a human expert or by processing the available sensor data, for which reliable inference algorithms are required. As an example, depth information in the form of point clouds and appearance information from cameras can be used by robots to construct semantically annotated maps.

In this work, we consider a robot exploring an urban environment and collecting images through its cameras. The purpose of the robot is to generate a 3D semantic map of the environment. In contrast to many existing works where the full data is available from the start, here we build the map incrementally in an online setting. The proposed system starts with classifying the regions of the incoming images and projecting the labeled pixels into the space using the stereo reconstruction. A probabilistic grid is used to efficiently store the labeled point clouds, which are then processed by an online clustering algorithm that extracts surfaces from the constructed 3D grid and generates objects in the environment. While this map is being generated, the discovered entities are organized into a graph structure with labeled relationships between the entities. In brief, our contributions are as follows: we propose a framework for 3D semantic mapping based on image classification, object extraction and spatial reasoning and we utilize state of the art solutions for each corresponding part. Except for the accuracy in the results, focus has been also given into the efficiency of the system with performance close to real time in our experimental settings.

The paper is organized as follows: In Section 2, an overview of the proposed architecture is provided. Section 3 presents a brief survey of related work organized by the different components of the architecture. Sections 4, 5 and 6 give detailed descriptions of the different modules. Experimental results are presented in Section 7 and a discussion and an outlook are provided in Section 8.

## 2 System Overview

The architecture of the proposed system is presented in Fig. 1. As inputs, it receives an image from the robot’s camera, a disparity map of this image and the robot odometry measurements. After processing this data, the system outputs a 3D semantic map of the environment with spatial relations between the discovered objects.

![Fig. 1. Overview of main system components and their connections](image-url)
Our system consists of three main components:

- **Image segmentation and classification component**: Incoming images are split into visually similar regions and a Conditional Random Field (CRF) is used to classify these regions with the aid of appearance and 3D features from stereo cameras. The resulting data is projected back into the localization frame of the robot as a labeled point cloud.

- **Object extraction component**: The goal of this component is to extract objects from the sequence of the labeled point clouds in an online fashion. A naive accumulation of these results can lead to erroneous maps due to noise in both the spatial properties and the labels of the point clouds. A probabilistic grid is constructed to provide spatio-temporal smoothing over the classes and an online clustering algorithm is applied for surface and object extraction.

- **Spatial reasoning component**: Qualitative spatial relations between objects are extracted and a graph structure of the environment is generated.

Since the focus of this paper is on mapping of urban environments, eight possible classes are considered: sidewalk, building, tree, pedestrian, car, sky, street and grass. These semantic classes are chosen because of their relevance to robot navigation and human robot communication.

### 3 Related Work

Many different approaches have been proposed for automatically annotating the environment with semantic labels. For indoor environments and room labeling for instance, solutions that consider object detection \[8,5\], multimodal sensor classification \[9\] and classification of 3D point clouds \[10,11\] can be found. Examples for outdoor environments are terrain classification \[12\] or urban scene classification \[13\]. In order to store this knowledge, \[14\] proposes a hierarchical abstraction structure for semantic spatial knowledge.

Since our approach integrates multiple components involving classification and efficient data storage and reasoning, we review the related work of each component in the following subsections.

#### 3.1 Image Segmentation

During the last years, there has been a growing interest in urban scene understanding. Most works focus on segmenting images into regions with a specific semantic class associated. In urban environments, many classes have little texture or share a similar appearance, making it hard for classifiers to discriminate between classes. From a computer vision perspective, this motivates the use of probabilistic models of increasing complexity to capture relationships between image regions. These models create a graph-like structure based on the image and construct planar, hierarchical \[15\], or higher order \[16\] random fields on this graph, of which the Maximum-a-posteriori (MAP) solution results in the optimal joint image labeling. From a robotics perspective, there has been interest in combining data from multiple sensors and modeling temporal relationships
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in the data. In [13], urban environments are classified using a temporal analysis of laser scans and camera images through a conditional random fields (CRF). Similarly, [17] use the same input and present a generative model combined with a Markov random field (MRF) for temporal smoothing. Also interesting, in [18], semantic classes and depth estimates are estimated jointly. Other works have as a main goal to infer the geometric properties of urban scenes, either using stereo [19] or monocular images [20]. In this work, we perform semantic image segmentation using appearance and 3D information, and use it as an intermediate step for efficiently generating 3D semantic maps.

3.2 Point Cloud Clustering

The clustering problem has been addressed in many contexts and by researchers of different fields [21] [22]. In the field of robotics, it has been extensively used for different purposes; one of them is for understanding and interpreting 3D point clouds. In [23] for example, the authors use outlier removal, clustering and segmentation in order to reconstruct an indoor environment. In their experiments, different point clouds are merged and their method is applied over the merged point cloud that describes the whole environment. In [24] and [25], two approaches for 3D semantic mapping of urban environments has been presented. The received point clouds are segmented and planes are extracted. The above mentioned methods use 3D laser range finders to generate accurate point clouds of the environment and apply clustering over the whole dataset of point clouds.

Lately, methods that perform clustering in an online fashion has been proposed. In [26] the authors use a triangular mesh for their spatial representation model and update it incrementally by processing only those points of a new scan that do not overlap with their existing models. In [27], an incremental segmentation algorithm for the merge and expansion of existing clusters has been proposed. Initially, all neighboring points of a new scan are found. If the neighboring points are already assigned to an existing cluster, the new point is also assigned to the same cluster. If more than one clusters are candidates for assignment, then a merging of these clusters is performed. In both the above techniques, 3D data is generated by rotating a 2D laser range finder.

3.3 Spatial Relations

Many different approaches for spatial relations generation have been proposed. In terms of qualitative spatial relations, the focus in literature lies mostly on relations like disjoint, intersecting, contains, etc in 2D or the generalization of these relations to 3D space [28]. In order to calculate these relations in the 2D space, in [29] projections of the objects to the x and y axis of both objects are considered to differentiate between the relations. [30] uses 3D spatial relations in order to reason about locations of objects and answer queries such as: if object A is southwest of B and B is north of C, where can C be in relation to A?

Spatial relations have been extensively used in the robotics field. One of the main reasons for building spatial relations among objects in the environment is
for Human Robot Interaction purposes. In [31], for example, spatial relations were combined with natural language processing in order to make the robot capable of describing the positions of objects in the environment in terms of left, right, somehow left, etc. The inverse procedure, i.e. identifying objects based on these relations given in directions has been studied by [32]. In [33], the same purpose was fulfilled by using global directions such as east, west etc. In [34], the authors present heuristics to understand relations used in route descriptions by a human to the robot.

Recent literature mainly focuses on indoor applications. Especially relations like in, on are used to describe locations of objects. For example in [35], the authors calculate the mechanical support on based on distance and contact criteria. This idea is further expanded in [36], where the authors are using in and on to reason about chains of relations to reason about locations of objects. In the knowledge-base of [37], the same type of spatial relations are not calculated implicitly but only when there are queried to confirm or reject a hypotheses.

4 Image Segmentation and Classification

The goal of the classification model is to find the most likely label assignment for the different regions in an input image. It employs data acquired from cameras and an associated disparity map to compute 3D features and reproject the resulting classification into the world frame, which can be provided by any localization system, e.g., SLAM.

4.1 Classification Model

The classification problem is formulated as finding the optimal configuration for a pairwise conditional random field (CRF), which was introduced by [38] under the context of natural language processing and later extended to the realm of image segmentation and classification by [39]. Given a graph $G = (V, E)$, and random variables $Y_i$ associated to every $i \in V$ can take a values from $y_i$ from a label set $L := \{1, ..., l\}$ A CRF with pairwise interactions is a graphical model that assigns a probability to each label configuration $y = (y_1, ..., y_n)$ given input $x$ by

$$p(y|x; w) = \frac{1}{Z(x; w)} \exp(-E(y, x; w))$$

$$E(y, x; w) = \sum_{i \in V} \phi_i(y_i, x_i; w) + \sum_{(i,j) \in E} \phi_{ij}(y_i, y_j, x_{ij}; w), \quad (1)$$

where $\phi_i(y_i, x_i; w)$ is a unary cost and measures the compatibility of label $y_i$ with the node feature vector $x_i$, and $\phi_{ij}(y_i, y_j, x_{ij})$ expresses the compatibility between the labels taken by the neighboring nodes $Y_i$ and $Y_j$, given the edge features $x_{ij}$. Obtaining the normalization term

$$Z(x; w) = \sum_{\tilde{y}} \exp E(\tilde{y}, x; w),$$
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requires summing over all possible assignments to $y$, and ensures that the probability distribution integrates to one. The described formulation allows to include neighborhood relationships between nodes through the pairwise terms, assigning higher probabilities to labels that are also compatible with the neighboring labels. The goal is then to find the labeling $y^*$ such that $y^* = \arg\max_y p(y|x)$. Although solving this problem is hard, in practice good solutions can be found using loopy belief propagation or $\alpha$-expansions, commonly used in computer vision.

Learning involves maximizing the log-likelihood of training data through iterative techniques such as stochastic gradient descent[40] and L-BFGS. Although $\phi_i(y_i, x_i)$ and $\phi_{ij}(y_i, y_j, x_{ij})$ are linear functions, making the problem convex in the parameters $w$, evaluating $Z(x; w)$ is computationally infeasible for large, loopy graphs. This forces to either manually set the parameters $w$ or rely on approximations to $Z(x; w)$ that can be obtained from inference techniques such as max-sum loopy belief propagation or tree-reweighted belief propagation[41].

![Image segmentation: Inputs, manually labeled image and segmented regions](image)

Building the Graph. Since neighboring regions in an image normally share the same semantic class and doing inference on the 4-connected structure of the image pixels is very slow, it is efficient to group pixels together and reduce the computational load. For this purpose, we use a preprocessing algorithm to partition the image into patches - commonly named superpixels - while respecting the natural object boundaries, using some criteria. Various techniques, e.g. Normalized Cuts[42], Turbopixels[43] and SLIC superpixels[44], are openly available and can accomplish this task at various frames per second. It is desirable that the resulting regions group similar pixels but are not too greedy, as the superpixels might leak between classes. In this work we use SLIC because they are fast to compute and segment the image into small, uniform regions, while respecting boundaries.

The graph $G$ is built using the superpixel segmentation of the image together with the depth map. Specifically, a superpixel $k$ will have a vertex or node $v \in V$ assigned if its depth value is known for every pixel. This eliminates noisy, far and infinite depth regions - like sky-. Furthermore, a pair of superpixels will share an edge $e \in E$ if they are part of $V$ and their spatial distance (3D) from their centers is below some threshold value $d$. After this step, we have $|V|$ superpixels, each of which is linked to $n_k$ pixels.
**Unary and Pairwise Factors.** The unary and pairwise terms in (1) assign a cost to every state by a linear combination of weights and features. Although this has the advantage that the log-likelihood of the training data will be a convex function of the weights, it suffers from only being able to model linear relationships between features and class probabilities. In order to incorporate non-linear dependencies between image features and class probabilities, we first use a local classifier for each node $v_i \in V, i = 1, 2, ..., |V|$ from image features and use the output class responses as the input $x_i$ for the unary factors$^1$ and the appended class probabilities $x_{ij} = [x_i, x_j]$ of each node for the pairwise factors. In practice, for the node potentials we will have, including bias, $f_u = |\mathcal{L}| + 1$ features and thus $p_u = f_u |\mathcal{L}|$ parameters. For the edges we have $f_e = 2 |\mathcal{L}| + 1$ features and a parameter linking them to each class, giving $p_p = f_e |\mathcal{L}|$ parameters. Consequently, the CRF imposes a class-dependent smoothness, but does not learn which combination of distinct classes is more likely. We leave out modeling class co-occurrences because, in contrast to other datasets, in urban scenarios the same classes appear in every image, and may neighbor or not depending on the perspective. For the same reason, determining a class prior based on global image features, often named *context*, is not useful in the urban setting.

**Local Classifier Features.** The features are the most important step in image classification, as good features facilitate the job of the classifier. State of the art features generally combine strong low level local image descriptors, such as SIFT$^{[45]}$, with a specialized Bag-of-Words model to create a good representation for superpixels. Unfortunately, this approach is to slow for online settings, for which we propose to use a more efficient simple superpixel descriptor. On one hand we use a typical bank of filters consisting of mean, variance, Gaussian, Laplacian of Gaussian and derivative of Gaussian filters as well as a Histogram of Gradients. To speed up the calculation, following the technique presented in $^{[46]}$ these features are calculated very fast by approximating them through integral images. The responses of the features at every pixel are averaged over each superpixel. Additionally, a second set of features comes from the depth map delivered by stereo. These features are calculated from corresponding 3D points associated to each superpixel. These include the height above ground, the curvature and the projections of the normal vector onto the vertical and a horizontal plane. The features are chosen to be as viewpoint invariant as possible. For the same reason, a feature that captures the distance to camera path is left out, $^{[47]}$, since it is not invariant even under lateral displacements.

**Output.** After performing inference on the CRF, the resulting labels $y^*$ are directly propagated from the superpixels to the linked pixels. Finally, the $N$

$^1$ The response of the local classifier for each class is in $\mathbb{R}$. Experiments with mapping the class-responses to $[0, 1]$ with a logistic function and normalizing for interpreting them as unary potentials decreased performance in our case. For this reason, we simply use the responses directly as features for the CRF. However, $^{[13]}$ did have success with normalization.
pixels, with \( N = \sum_{|V|} n_k \), are projected into the world coordinate frame of the robot as a labeled 3D point cloud \( S = \{p_1, p_2, \ldots, p_N\} \), with \( p_i = \{p_x, p_y, p_z, \text{label}\} \), and where \text{label} is the mentioned label of the superpixel, which can then be used for further the clustering process. This result can be seen on Fig. 3(c).

5 Online Object Extraction

The point clouds generated in the previous step can be considered as raw spatial information. The robot has to abstract and further interpret this data in order to perceive spatial structures and recognize objects. However, the point clouds can be quite noisy mainly due to the following reasons: First, regions in the image might be classified wrongly, thus the corresponding points can be associated with wrong labels. Secondly, the accuracy of the projection of the pixels of the image depends on many parameters such as the number of successfully identified matching points. The error in the position of a stereo point can vary a lot from a few millimeters up to many centimeters.

Thus, in this work a 3D probabilistic grid is adopted in order to ensure spatio-temporal smoothing over the classes. An online clustering method that operates over the grid and reveals actual structures in the environment follows. Since most objects in the environment consist of sets of planar surfaces, the goal of the clustering method is to reveal the underlying surfaces that have generated our observed point clouds.

5.1 Basic Concepts

The robot stream consists of a sequence of labeled point clouds \( S_1, S_2, \ldots, S_k \) arriving at time points \( t_1, t_2, \ldots, t_k \). Each point cloud \( S_i \) consists of a set of 3D labeled points, \( S_i = \{p_1, p_2, \ldots, p_n\} \).

Due to the huge amount of the data generated by the robot, it is not feasible to retain all labeled 3D points. Therefore, a dynamic 3D grid is used to partition the data space into cells of length \( \xi \). The original points are assigned to the
corresponding grid cells and we work hereafter on the grid instead of the original raw data.

Since the stereo point clouds are noisy, points with different labels might reside inside the same cell. To estimate the class label of a cell, the class distribution is preserved within each cell. In particular, for each class the probability of the class in the cell and the number of points that belong to this class (density) are stored. This information is updated as more data are accumulated over time and is expected to correctly approximate the true class label of the cell.

5.2 Online Clustering

Upon the arrival of a new labeled point cloud from the stream, our algorithm proceeds as follows: It first maps the points into the grid structure (grid update step). It then extracts the local clusters from this scan (local cluster extraction step). Finally, it merges the local clusters extracted from this scan to the so far generated global clusters (global cluster extraction step). To clarify the two concepts, local clusters are extracted from the data of a single scan and global clusters are generated from the accumulated scans of many time points. Below, these steps are described in more detail.

![Fig. 4. Overview of object extraction](image)

**Step 1: Grid Update.** Let $G_{t-1}$ be the grid till time point $t-1$ and $S_t$ be the new scan arriving at $t$. The goal of the first step is to register $S_t$ to $G_{t-1}$ and thus generate the updated grid $G_t$.

First, the new scan $S_t$ is mapped onto the grid. For each point $p_k \in S_t$, the corresponding cell $c$ is found. If $c$ has not yet been created, the grid is expanded to include it. The label information of $p_k$ is used to update the class distribution of the cell $c$. In particular, if $p(label_1^{t-1}), p(label_2^{t-1})...$ is the class distribution of cell $c$ before the addition of $p_k$, this information is updated as follows:

$$p(label_j^t|c,p_k) = p(label_j^{t-1}|c) \times p(label_j|p_k.label)$$

The probability $p(label_j|p_k.label)$ denotes the certainty about the classification process and it can be directly acquired by the confusion matrix of the previous section.

After all points of $S_t$ have been mapped to the grid, the set of all new dense grid cells $NC_t$ (cells whose density is above a given threshold) that will be used for the extraction of local clusters is generated. Existing grid cells that switched their majority class, i.e. are still dense but under a different majority class are also added to this set. However, cells that do not have a certain majority class, i.e. its probability is less than a threshold are considered noisy and not added to the set.
Step 2: Local Cluster Extraction. The goal of this step is to generate the local clusters $LC_t$ from the updated grid $G_t$ at $t$. Due to the limited range abilities of the robot, the scan $S_t$ covers the environment only partially. Thus, the clusters generated in this step correspond only to parts of objects (e.g. a small part of a building), therefore they are called partial or local clusters.

A new cluster $clu$ is created starting from a random cell $c$ in $NC_t$ (the set from Step 1). The normal vector and the class distribution of $clu$ are initialized to the normal vector and label of $c$.

The algorithm expands the cluster based on the grid cells $c' \in NC_t$ that are directly connected to $c$. The cell $c'$ is added to the cluster $clu$, if corresponding surfaces have similar orientations and their majority class agree. The normal vector of $clu$ is then updated in order to consider the influence of $c'$: a weighted average is performed over the normal vector of the cell and the vector of the cluster to update the later. The procedure continues until $clu$ cannot be further expanded. The algorithm restarts from another cell $c''$ that has not been visited yet and continues until no more unvisited cells exist in $NC_t$. In this way, all local clusters $LC_t$ from the current scan $S_t$ are discovered.

Step 3: Global Cluster Update. The goal of the last step is to merge the local clusters $LC_t$ produced at $t$ with the old global clusters $clus_{t-1}$ produced till $t-1$ and thus produce the new global clusters $clus_t$. The clusters of this step are called global because they merge partial observations/clusters into full surfaces (e.g. a whole side of a building).

Intuitively, a partial cluster is considered as a continuation of a global cluster if they are close to each other in the grid, if their surface orientations are similar and if they correspond to the same class. The vicinity between the two clusters is defined in terms of the adjacency of their cells in the grid. It is equal to the number of directly connected cells between the two clusters.

The transitions absorption, merge and birth introduced in [48] for monitoring cluster evolution are adopted. A local cluster is considered to:

i be absorbed if there is only one similar global cluster with respect to orientation and label and their vicinity in the grid exceeds a cluster vicinity threshold $minUnits$.

ii be merged if two or more similar global clusters exist, as defined above. This is the case where parts of the same surface exist in different global clusters due to partial occlusions

iii start a new global cluster (birth) if nothing of the above occurs.

In the case of absorption or merging, a final new global cluster is generated that contains all the cells from the local cluster and the global cluster(s), the weighted average of their normal vector and their label.

In order to generate complete objects such as cars and buildings which usually consist of different surfaces, neighboring surfaces with similar labels are merged together.

In Fig. a 3D map generated from the raw labeled point clouds, the corresponding probabilistic grid and the extracted objects are portrayed. It is clear
that our filtered grid is less noisy than the original raw map. For each cell, the majority class is displayed. Empty spots indicate that the corresponding cells have mixed class distributions.

6 Qualitative Spatial Relations

Based on the objects of the last section, we want to generate a graph-like structure of pairwise spatial relationships between objects and between each object and the robot. This allows the robot to reason about qualitative spatial aspects or to express the environment in human-understandable form which allows for a more natural communication.

Two different classes of spatial relations are considered based on the spatial deictics used in [34] but with a focus on close-by relations:

i Absolute Relation: It considers the relation of two objects without any reference direction. Here, an object can be next, above, below of another object.

ii Relative Relation: It considers the relation of an object to the robot which has a looking direction as a reference. An object can be left, right, in front, behind, above, below of the robot.

Absolute Spatial Relation. In order to extract the absolute spatial relations, the closest points between objects have to be found. A naive approach of considering the centroid for calculating the relations would fail since our objects can be of arbitrary shape. For example, the centroid of a street can be a few hundred meter away from a car, but the car might still be on the street. Therefore, we find the closest pair of points for two clusters by iterating over all point pairs.

From a pair of closest points, the distance vector is calculated as

\[ \Delta r = r_2 - r_1 \]
where \( r_1, r_2 \) are the closest points on cluster 1 and cluster 2 respectively. We transform the difference vector \( \Delta r = (\Delta x, \Delta y, \Delta z) \) into spherical coordinates as in [50]:

\[
\begin{align*}
  r &= \sqrt{\Delta x^2 + \Delta y^2 + \Delta z^2} \quad \in [0, \infty] \\
  \phi &= \arctan\left(\frac{\Delta y}{\Delta x}\right) \quad \in [-\pi, \pi] \\
  \theta &= \arccos\left(\frac{\Delta z}{r}\right) \quad \in [0, \pi]
\end{align*}
\]

For categorizing different relations, regions on the elevation angle \( \theta \) are defined as shown in Fig. [6(a)]. Relations that do not match with the above regions are categorized as *none*.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{spherical_coordinates}
\caption{Zones of the spherical coordinates for the different spatial relations. (a) shows the categorization for the absolute relations based on the elevation angle into *next*, *above* and *below*. (b) Additional categories in the relative relations based on the azimuth-angle.}
\end{figure}

In order to be more robust to noise, instead of using only the closest pair of points, we use the \( k \) nearest pairs to evaluate the relation between the two objects. The relationship is evaluated for each pair of points and a relation-membership distribution is generated. The probability of observing a relation \( R \) is given by the equation:

\[
P(X = R) = \frac{N_R}{k}
\]

where \( N_R \) is the number of times the relation \( R \) has been observed. In this way, multiple object relations can be extracted. For example, a sidewalk can be interpreted as next to a building, but also as partly under a building.

**Relative Spatial Relation.** In order to extract relative qualitative spatial relations, the robot position and orientation should be taken into account. Therefore, the same approach as with the generation of absolute relations is considered. The \( k \)-nearest points of the object to the robot position are found. We transform each
of the individual points from the global coordinates \((x_i, y_i, z_i)\) into a local robot coordinate system \((x_{l,i}, y_{l,i}, z_{l,i})\). We further transform these local Cartesian coordinates into spherical coordinates \((r_{l,i}, \phi_{l,i}, \theta_{l,i})\) to calculate the distance and the viewing angles with respect to the robot. The relations above and below can be inferred as in the case of absolute relations whereas the relation next can be further analyzed based on the orientation angle \(\phi_{l,i}\) into the categories behind and in front as shown in Fig. 6(b).

Relation Graph. The pairwise relations can be modeled into a graph where the nodes are the objects of the environment and the edges are their relations. An example of such a representation is presented in Fig. 9 (and is explained in Section 7). This graph could be used for querying e.g. “find all objects to the left of the robot”.

Although the complexity of graph construction is quadratic to the number of objects, there is no need to rebuild the graph from scratch each time a new point cloud is registered. The graph can be updated online by considering only the objects that have been affected due to the addition of the new point cloud.

7 Experimental Results

7.1 Classification on Image Level

CamVid Dataset. To test the correctness of the image classification stage we evaluated on the popular urban dataset CamVid[51], which offers high resolution images from the perspective of a car driving through a city, and various hundreds of labeled images. Since no dense 3D points are available on this dataset, we ignore the features derived from the point clouds and train only on appearance features. Also, the graph structure is taken directly from the superpixel adjacency structure, without pruning edges that link superpixels spatially far apart. Classification accuracy by using this modified version of the CRF model are presented in Table 1. These results are obtained with a reduced set of eight common classes, chosen to be mostly similar to those in our own dataset.

Table 1. Image segmentation results on the CamVid and IURO datasets. *Street sign for CamVid, Grass for IURO dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Sidewalk</th>
<th>Building</th>
<th>Tree</th>
<th>Pedestrian</th>
<th>Car</th>
<th>Sky</th>
<th>Street</th>
<th>Ss/Gr*</th>
<th>Average</th>
<th>Global</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camvid</td>
<td>26.6</td>
<td>86.4</td>
<td>69.3</td>
<td>20.0</td>
<td>85.2</td>
<td>92.8</td>
<td>95.8</td>
<td>14.1</td>
<td>62.3</td>
<td>80.1</td>
</tr>
<tr>
<td>IURO</td>
<td>92.9</td>
<td>94.8</td>
<td>82.6</td>
<td>0</td>
<td>83.0</td>
<td>96.3</td>
<td>64.8</td>
<td>13.6</td>
<td>64.8</td>
<td>90.9</td>
</tr>
</tbody>
</table>

IURO Dataset. In order to test our algorithm from the point of view of a mobile robot and with dense 3D data, a new dataset is being created with areas recorded in the neighbourhood of the city center TUM campus in Munich from a pedestrian robot perspective. This dataset includes sensor data from stereo cameras, the associated disparity maps [52], a laser range finder, and currently 140
labeled images with 8 semantic classes. The results on Table 1 were obtained by performing leave-one-out crossvalidation on the different streets. They show that most classes are correctly identified with good accuracy, although classes with few training examples, like pedestrians, are harder to identify reliably and generally have a lower accuracy. Discrepancies in results between the two datasets are probably related to the different appearances that classes take in each dataset, making them more distinguishable in one than in the other.

![Confusion matrix](image)

**Fig. 7.** Confusion matrix of the classification algorithm the IURO dataset

### 7.2 Object Extraction

In order to evaluate the object extraction step, different experiments were conducted. In the first one, we evaluate the filtering abilities of the 3D probabilistic grid. The purpose of the second experiment is to measure how well the resulting objects match with the objects in the environment. In the last experiment, we present the semantic map of a sidewalk in the IURO dataset. In these experiments, the ACE robot [53] was used. As a localization method, a laser based scan matching algorithm was applied to correct local odometry errors.

**Noise Filtering through the 3D Grid.** In this experiment, our goal is to evaluate the effect of the 3D grid on our data. We repeated the experiment on the environment of Fig. 2(a) three times with different cell sizes each time and counted the cells whose majority class has probability less than different thresholds.

In Table 2 it is shown that the smaller the cell size parameter is, the fewer noisy cells are observed. For example, for cells with 5cm size, only 4.99% have majority class with probability less than 50% and 18.32% with probability less than 90%. With the increase of the cells size, more points fall inside each cell thus the number of the noisy cells increases. Another finding of this experiment is that even when the cells size parameter is selected to be small, there still exist cells with mixed label distributions. This is due to the noise in the labeled point clouds and it indicates the 3D grid can be applied for filtering of these clouds.
Object Evaluation. In order to evaluate the quality of the extracted objects, a comparison with ground truth data is performed for two sidewalks in the city of Munich. In Table 3, the precision and recall of the object detection is presented. From the results, we can see that our algorithm has correctly detected all sidewalks and areas with trees. However, the detection mainly of cars is not so accurate. The main problems is that our algorithm fails to differentiate between two cars if they are parked too close to each other and groups them into one car object.

Table 3. Precision of correctly identified objects

<table>
<thead>
<tr>
<th></th>
<th>Sidewalk</th>
<th>Building</th>
<th>Cars</th>
<th>Trees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>100%</td>
<td>91.4%</td>
<td>69.6%</td>
<td>100%</td>
</tr>
<tr>
<td>Recall</td>
<td>100%</td>
<td>100%</td>
<td>76.9%</td>
<td>100%</td>
</tr>
</tbody>
</table>

3D Semantic Map. In Fig. 8, a semantic map of a sidewalk in the city of Munich (shown in Fig. 2(a)) is presented. The length of the sidewalk is approximately 60m. 280 images were used for the construction of the map. By inspecting the generated map, it is easy to observe that the sidewalk (blue), the buildings (red) on the one side and the cars (purple) on the other side of the sidewalk are successfully captured. It is also worth noticing that the garage openings between buildings and a few areas with trees (yellow) are also portrayed well in the map. A few spurious cars can be found between buildings and the sidewalk. Although no real cars exist in these areas, the main reason for these detections is the parked bicycles and motorbikes on the side of these buildings.

Fig. 8. Semantic map of Fig. 8 (the class colors are as in Fig. 5)

7.3 Spatial Relation Graph

The result when applying the algorithm to the objects shown in Fig. 8 can be seen in Fig. 9. For example, Sidewalk #1 is under Building #1 and the robot...
while Car #2 is above Street #1. Comparing to ground truth data in the IURO dataset, the relation graph correctly classifies the relation in 86.5% of the cases and only deviate in certain cases from intuition. Most of these cases are, that due to a lack of seen points under a car, it is unlikely to get the correct relation of a car being on a street.

7.4 Execution Times
As an indication of the efficiency of the presented system, we present the average execution times of our three main sub-modules for the construction of the previous map. The image classification execution time was 0.48 seconds per image and the object extraction module required 0.37 seconds to process each point cloud. Since these two modules can run in parallel, the execution time of our system is 0.48 seconds on average. The output of the spatial reasoning module is not necessary to be available on time. Thus, the relations between the objects of the previous map were calculated offline at the end of the experiment and the execution time was 0.7 seconds.

Fig. 9. Resulting spatial relations graph for Fig. 5(c) where only the strongest connection between two clusters is shown. Green encodes next-relationships, whereas red encodes under-relationships. The arrow indicates the direction of the relation, i.e. Sidewalk # 1 is under Car # 2.

8 Conclusions
In this paper, we proposed a system for semantic mapping in urban environments consisting of an image segmentation/classification component, an object extraction component and a spatial relation generation component. Starting with a
stereo camera, our image labeling approach is able to classify important classes in urban environments with high precision and generate labeled point clouds. The clustering further improves the classification results through outlier removal and temporal smoothing. In addition to the semantic 3D-grid that is created, the spatial relation graph gives an abstract representation of the environment, which can help in reasoning or human-robot interaction. This multilayer representation of semantic information allows using different abstractions for different planning or sensing tasks.

For future work, several directions are considered. First of all, an experiment on a larger, more complex scene will be conducted. This would allow for a more thorough analysis of the pipeline presented here. Furthermore, ways to make the individual parts more integrated could be evaluated. For example, the current clustering and the relations between these clusters could be fed back to the image processing part for improving the classification process. It has to be verified whether the spatial relations extracted here are suitable for interaction with humans. Depending on this analysis, the types of relations could be further expanded in order to perform more sophisticated reasoning. Objects being left or right of each other under consideration of the orientation of objects would be one of these possible extensions.
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Abstract. In this paper, we present SURE features – a novel combination of interest point detector and descriptor for 3D point clouds and depth images. We propose an entropy-based interest operator that selects distinctive points on surfaces. It measures the variation in surface orientation from surface normals in the local vicinity of a point. We complement our approach by the design of a view-pose-invariant descriptor that captures local surface curvature properties, and we propose optional means to incorporate colorful texture information seamlessly. In experiments, we compare our approach to a state-of-the-art feature detector in depth images (NARF) and demonstrate similar repeatability of our detector. Our novel pair of detector and descriptor achieves superior results for matching interest points between images and also requires lower computation time.

Keywords: Depth image interest points, local shape-texture descriptor.

1 Introduction

Interest points paired with a descriptor of local image context provide a compact representation of image content. They can be used in various applications such as image registration [15,13,21], robot simultaneous localization and mapping (SLAM) [27], panorama stitching [3], photo tourism [7], as well as place [29] and object recognition [5,18,31].

Many applications require that a detector repeatedly finds interest points across images taken from various view poses and under differing lighting conditions. Since the scale of surface regions in the image depends on the distance of the sensor from the observed surface, the detector must also retrieve a repeatable scale if distance is not directly measured. This scale can then be used to normalize the size of the image region in which local image context is described.

Descriptors, on the other hand, are designed to distinguish well between different shapes and textures. They are often judged in terms of precision-recall.
However, one must admit that descriptor distinctiveness depends clearly on the variety of shapes and textures that appear at the selected interest points. Thus, a detector is preferable that finds interest points in various structures and highly expressive regions.

In this paper, we propose a new approach for extracting shape features at surface points through a measure of surface entropy (SURE). Our features combine a novel pair of interest point detector and local context description. Our approach can be applied to depth images as well as unorganized 3D point clouds. An entropy-based interest measure selects points on surfaces that exhibit strong local variation in surface orientation. We complement our approach by the design of a descriptor that captures local surface curvature properties. We also propose means to incorporate color and texture cues into the descriptor when RGB information is available for the points. We implement both detector and descriptor to process point clouds efficiently on a CPU. Our approach extracts features at a frame rate of about 5 Hz from RGB-D images at VGA resolution.

In experiments, we measure the repeatability of our interest points under view pose changes for several scenes and objects. We compare our approach with state-of-the-art detectors and demonstrate the advantages of our approach. We also assess the distinctiveness of our descriptor and point out differences to state-of-the-art methods.

2 Related Work

2.1 Interest Point Detection

Feature detection and description has been a very active area of research for decades. The computer vision community extensively studies detectors in intensity images. Nowadays, interest point detection algorithms are designed to be invariant against moderate scale and viewpoint changes \[35\]. There is not a single method that is always best in every application, but some noteworthy stick out from the bulk: The Harris-Affine \[16\] detector that recognizes corner structures based on the second moment matrix, the MSER \[15\] detector that identifies groups of pixels that are best separable from their surrounding, and the well known SIFT \[14\] or optimized SURF \[1\] detectors that are based on intensity blobs found by a difference of Gaussians filter. One recent example is the SFOP \[6\] detector for combination of corners, junctions, and blob-like features from a spiral model.

Most related to our method, also the entropy measure based on image intensities has been investigated for interest point detection \[10,11\]. It has been successfully applied to object recognition \[5\] due to the high informativeness of maximum entropy regions. Lee and Chen \[12\] picked up this idea of features based on histogram distributions and extended it to intensity gradients and color. They used the Bhattacharyya coefficient to identify local distributions that distinguish themselves most from the surrounding. Both approaches are not capable
of real-time processing. In our approach, we adopted the entropy measure for 3D normal orientations in order to get stable-placed features determined by multiple surfaces.

However, those methods purely based on intensity image data suffer problems emerging from projective reduction to 2D space. Moreels and Perona evaluated affine detectors for recognition of conspicuously shaped 3D objects and found out that none "performs well with viewpoint changes of more than 25-30°".

With the steadily increasing availability of depth measuring sensors, recently various methods have been developed to extract interest points from dense, full-view point clouds. The notion of scale has a different interpretation in 3D data. It now depicts the 3D extent of a structure which has been only intrinsic to the scale in 2D images. In depth images, the 2D projection of a structure at a specific 3D scale still varies with distance to the sensor. Few approaches have been proposed that detect interest points at multiple 3D scales and that automatically select a scale for which an interest point is maximally stable w.r.t. repeatability and localization.

Pauly et al., for example, measure surface variation at a point by considering the eigenvalues of the local sample covariance. Novatnack et al. extract multi-scale geometric interest points from dense point clouds with an associated triangular connectivity mesh. They build a scale-space of surface normals and derive edge and corner detection methods with automatic scale selection. For depth images, they approximate geodesic distances by computing shortest distances between points through the image lattice. Surface normals are computed by triangulating the range image. Our approach does not require connectivity information given by a mesh. Unnikrishnan et al. derive an interest operator and a scale selection scheme for unorganized point clouds. They extract geodesic distances between points using disjoint minimum spanning trees in a time-consuming pre-processing stage. They present experimental results on full-view point clouds of objects without holes. In this approach has been applied to depth images and an interest detector for corners with scale selection has been proposed. Steder et al. extract interest points from depth images without scale selection, based on a measure of principal curvature which they extent to depth discontinuities. However, our approach is not restricted to depth images and can be readily employed for full-view point clouds.

2.2 Local Descriptors

The SIFT-descriptor has been successfully used in computer vision applications. It describes the local gradient pattern in spatial histograms of gradient magnitudes and orientations. It is made rotation-invariant by aligning the histograms to the dominant gradient orientation at the interest point.

Several improvements to the SIFT descriptor have been proposed. SURF sums Haar wavelet responses as a representation of the local gradient pattern. Recently, Calonder et al. and Rublee et al. demonstrated that binarized pixel comparisons at randomly distributed sample points yield a robust and highly efficient descriptor that outperforms SIFT or SURF.
Other approaches do not solely focus on gradient descriptions of texture. Shape Contexts [2], for instance, build a histogram of contour points in the local neighborhood of a point. Tuzel et al. [36] propose to use covariance of feature values in local image regions as a descriptor.

Johnson and Hebert [9] introduce spin-images to describe local shape context in 3D point clouds. In this approach, cylindrical coordinates of the local point distribution are described in a 2D image-like histogram. The surface normal at an interest point is chosen as the cylindrical axis, and the polar angle is neglected to project the points into 2D.

Shape Context [8, 19] has been extended to 3D in order to describe the distribution of points in log-polar histograms. Tombari et al. [34] extract a local reference frame at a point and extract histograms of normals. In [33] they extend their approach to also capture the distribution of color. However, this method strongly depends on the stability of the reference frame.

Rusu et al. [26] quantify local surface curvature in rotation-invariant Fast Point Feature Histograms (FPFH). They demonstrate that the histograms can well distinguish between shapes such as corners, spheres, and edges.

Steder et al. [29] proposed the NARF descriptor for depth images. They determine a dominant orientation from depth gradients in a local image patch and extract radial depth gradient histograms. In conjunction with the NARF detector, Steder et al. [30] applied this descriptor for place recognition.

3 Entropy-Based Interest Points in 3D Point Clouds

3.1 Interest Points of Local Surface Entropy

Our detector is based on statistics about the distribution of local surface normals. We are interested in regions of maximal diversely oriented normals, since they show promise to be stably located at transitions of multiple surfaces or capture entire (sub-)structures that stick out of the surroundings. To identify such regions, we measure the entropy

\[ H(X_\mathcal{E}) = - \sum_{x \in X_\mathcal{E}} p(x) \log p(x), \]  

where \( X_\mathcal{E} \) is a random variable characterizing the distribution of surface normal orientations occurring within a region of interest \( \mathcal{E} \subseteq \mathbb{R}^3 \). We extract interest points where this entropy measure achieves local maxima, i.e. where \( X_\mathcal{E} \) is most balanced.

Entropy Computation from Point Clouds. Depth sensors usually measure surfaces by a set of discrete sample points \( Q = \{ q_1, \ldots, q_n \} \), \( q_k \in \mathbb{R}^3 \). We approximate the surface normal at a sample point \( n(q_k) \) looking at the subset of neighboring points \( N_k = \{ q_l \in Q | \| q_k - q_l \|_1 < r \} \) within a given support range \( r \). Then, \( \hat{n}_r(q_k) \) equals the eigenvector corresponding to the smallest eigenvalue of the sample covariance matrix \( \text{cov}(N_k) \).
We discretize the surface normal distribution $X_E$ by use of an orientation histogram in which we count the occurrences of surface normal orientations for a spherical surface partition. We follow the approach by Shah [28], subdividing the spherical surface into approximately equally sized patches. Those are specified by their centrical azimuth and inclination angles. To achieve an uniform decomposition of the sphere, we first choose $t$ equidistant inclination angles $\theta_i = \frac{\pi i}{t}, i \in \{0, \ldots, t-1\}$. Then, for each of these inclination angles, we calculate a number of equidistant azimuth angles. This way, the sample density in azimuth is proportional to the circumference $C(\theta_i)$ of the section of the sphere with a cone of inclination $\theta_i$. Transforming from spherical into Cartesian coordinates, we obtain a set of normalized vectors $v_{i,j}$ pointing to the centers of histogram bins. Figure 1 depicts the construction of these vectors.

Each estimated surface normal at a point $q_m \in Q \cap E$ contributes to the histogram bin $x_{i,j}$ with a weight

$$w_{i,j} = \begin{cases} 0, & \text{if } \hat{n}_r(q_m) \cdot v_{i,j} < \cos \alpha \frac{1}{1 - \cos \alpha} \\ \hat{n}_r(q_m) \cdot v_{i,j} < \cos \alpha, & \text{else} \end{cases}$$

where $\alpha$ denotes the maximal angular range of influence. Finally, we normalize the histogram before calculating the surface normal entropy according to Equation 1.
3.2 Efficient Implementation Using an Octree

For efficient data access and well-ordered computation, we set up an octree structure containing the 3D point cloud inferred from the RGB-D image given by the sensor. In order to measure local surface entropy, our octree enables uniform sampling in 3D space. Furthermore, we exploit the multi-resolution architecture of the octree for fast volume queries of point statistics.

An octree organizes points from a 3D space into cubic subvolumes that are connected in a tree. The root node of the tree spans a volume chosen to fit the extent of the data. Edges between parent and child nodes represent a subset-relation. Each parent node branches into eight children constituting a partition of the parent’s volume into eight equally sized octants. This branching is repeated iteratively until a predefined resolution, that equals a maximum depth of the tree, is reached.

The multi-scale structure of the octree allows for efficient bottom-up integration of data, facilitating the calculation of histograms, as well as search queries for local maxima in arbitrary volumes. In each node, we store histogram, integral and maximum statistics for different attributes of all points that are located within the volume of the node. These values can be computed efficiently by passing the attributes of points on a path from leave nodes to the root of the tree. This direction, every parent node accumulates and merges data received from its child nodes.

When querying for statistics inside an arbitrary 3D volume, we recursively descend the tree: if a node is fully inside the queried volume, its statistics are integrated into the response; if it is completely outside, this branch is discontinued; otherwise its child nodes are examined the same way. This is valid since each node already integrates the data of all leaves below in its own statistics. An easily understood example for data statistics is the average position of points within a certain volume $V$. By integrating over the homogeneous coordinates of points $s = (x, y, z, w)^T = \sum_{q_i \in V} (x_i, y_i, z_i, 1)^T$, one retains the mean via normalization $\bar{q} = \frac{1}{w} s$.

3.3 Interest Point Detection

The surface normal entropy function depends on two scale parameters: one is the radius $r$ of vicinity $N$ for the estimation of a surface normal orientation; the other is the extend of a region of interest $E$, where the distribution of normals and thus the local surface entropy is gathered. These volumes are chosen to be cubic and appropriate to fit the intrinsic octree resolutions. The maximal depth ($\hat{=}\text{resolution}$) of the octree is usually determined by the normal sampling interval at the finest scale that is specified to be a common multiple of the other dimensions. This way, range queries are processed most efficiently. Usually, sampling interval sizes of surface normals as well as normal orientation histograms are set to be at least half of the diameter of their respective local support volume.

All these parameters have to be chosen carefully. The histogram scale $E$ corresponds directly to the size of the interest points, at which local structures
become salient. Its sampling interval is a trade-off between preciseness and speed. According to the Nyquist-Shannon sampling theorem, a minimal sampling frequency of twice the region size is needed to reconstruct the surface entropy function, i.e. not to miss the occurrence of a local maximum. We choose the normal scale $r$ to a constant fraction of the histogram scale. Accordingly, the sampling interval for normals must also obey the sampling theorem. Reproducing the effect of a lowpass filter for removal of artifacts, we consider an entropy sample to be an interest point candidate, if it exceeds all its spatial neighbors within a dominance region. In addition, the candidate is only kept if it exceeds a global entropy threshold $H_{\text{min}}$. The latter is checked, because noisy sensor data, image borders, and depth jumps occasionally induce interest point candidates on planar surfaces.

While surface entropy along an ideal ridge would be constant in theory, sensor noise and discretization artifacts will induce spurious measurements at these structures and thus cause local maxima of surface entropy. Such interest point candidates should be filtered out by inspection of the local prominence, since their position is loose in one dimension. Inspired by cornerness measures from image based interest point operators, we test for a considerable variance of surface entropy in all directions. First, we compute the local center of surface entropy mass within the region $E_q$ around a sample point $q$

$$\mu_H(E_q) := \frac{1}{\sum_{q_i \in E_q} H(X_{E_{q_i}})} \sum_{q_i \in E_q} H(X_{E_{q_i}}) q_i.$$  \hspace{1cm} (4)$$

Then, the sample covariance matrix of local surface entropy mass equals to
\[
\text{cov}_H(\mathcal{E}_q) := \frac{1}{\sum_{q_i \in \mathcal{E}_q} H(X_{\mathcal{E}_q_i})} \sum_{q_i \in \mathcal{E}_q} H(X_{\mathcal{E}_q_i}) \left( (q_i - \mu_H(\mathcal{E}_q))(q_i - \mu_H(\mathcal{E}_q))^T \right).
\]

By decomposition of \(\text{cov}_H(\mathcal{E}_q)\) we derive the eigenvalues \(\lambda_1, \lambda_2, \text{ and } \lambda_3\) sorted by value in ascending order. Finally, our local prominence check is defined

\[
P(\mathcal{E}_q) = \frac{\lambda_1}{\lambda_3} \geq P_{\text{min}},
\]

where we used \(P_{\text{min}} = 0.15\) in our experiments.

**Improved Localization.** After identification of interest point candidates, the true maximum location has to be recovered from the discretized surface entropy function. Starting from a candidate’s location, we apply the mean-shift mode searching approach: We integrate surrounding surface entropy samples via a Gaussian window in order to estimate the gradient of the surface entropy density. Then, the position of the candidate is shifted along this gradient direction. This procedure is repeated up to three times.

**Occlusion Handling in Depth Images.** Surface entropy is supposed to be high where multiple different layers join together. In depth images, however, one cannot always measure all joining surfaces explicitly due to occlusions, resulting in a reduced entropy. This peculiarity of the measuring system should be compensated. Therefore, we detect jump edges in the depth image. Since we know that there must exist another hidden surface behind each foreground edge, we approximate it by adding artificial measurements in viewing direction up to a distance that meets the biggest used local entropy scale (cf. Fig. 3). While we use such points for the detection of interest points, we do not include this artificial information into the descriptor. We also discard detected interest points in the background at occlusions, since they are not stable w.r.t. view point changes.

### 4 Local Shape-Texture Descriptor

Since our surface entropy measure detects interest points at location where the surface exhibits strong local variation, we design a shape descriptor that captures local surface curvature. When RGB information is available, we also describe the local texture at an interest point. We aim at a rotation-invariant description of the interest points in order to match features despite of view pose changes. For each individual cue, we select a reasonable distance metric and combine them in a distance measure for the complete feature.

#### 4.1 Shape

Surfel pair relations (see Fig. 4) have been demonstrated to be a powerful feature for describing local surface curvature \[38,26\]. Given two surfels \((q_1, n_1)\)
Fig. 3. Occlusion handling. In depth images, structure may be occluded (dashed gray). At depth discontinuities, we therefore add artificial measurements (red dots) from foreground towards the background. Any “virtual background” detections are discarded, since they are not stable w.r.t. view point changes.

Fig. 4. Surfel pair relations describe rotation-invariant relative orientations and distances between two surfels

and \((q_2, n_2)\) at points \(q_1\) and \(q_2\) with surface normals \(n_1\) and \(n_2\), we first define a reference frame \((u, v, w)\) between the surfels through

\[
\begin{align*}
  u &:= n_1, \\
  v &= \frac{d \times u}{||d \times u||_2}, \quad \text{and} \\
  w &= u \times v,
\end{align*}
\]

(7)

where \(d := q_2 - q_1\). In this frame, we measure relative angles and distances between the surfels by

\[
\begin{align*}
  \alpha &:= \arctan2 (w \cdot n_2, u \cdot n_2), \\
  \beta &:= v \cdot n_2, \\
  \gamma &:= u \cdot \frac{d}{||d||_2}, \quad \text{and} \\
  \delta &:= ||d||_2.
\end{align*}
\]

(8)

By construction, surfel pair relations are rotation-invariant and, hence, they can be used for a view-pose invariant description of local shapes.
Fig. 5. Shape descriptor in a simplified 2D example. We build histograms of surfel pair relations from the surfels in a local neighborhood at an interest point. We relate surfels to the central surfel at the interest point. Histograms of inner and outer volumes capture distance-dependent curvature changes.

Fig. 6. Color descriptor. We extract hue and saturation histograms in an inner and outer local volume at an interest point.

In order to describe curvature in the local vicinity of an interest points, we build histograms of surfel pair relations from neighboring surfels (see Fig. 5). Each surfel is related to the surfel at the interest point being the reference surfel \((p_1, n_1)\). We discretize the angular features into 11 bins each, while we use 2 distance bins to describe curvature in inner and outer volumes. We choose the support size of the descriptor in proportion to the histogram scale.

### 4.2 Color

A good color descriptor should allow interest points to be matched despite illumination changes. We choose the HSL color space and build histograms over hue and saturation in the local context of an interest point (see Fig. 6). Our histograms contain 24 bins for hue and one bin for unsaturated, i.e., “gray”, colors. Each entry to a hue bin is weighted with the saturation \(s\) of the color. The gray bin receives a value of \(1 - s\). In this way, our histograms also capture information on colorless regions.

Similar to the shape descriptor, we divide the descriptor into 2 histograms over inner and outer volumes at the interest point. In this way, we measure the spatial distribution of color but still retain rotation-invariance.
4.3 Luminance

Since the color descriptor cannot distinguish between black and white, we propose to quantify the relative luminance change towards the color at the interest point (see Fig. 7). By this, our luminance descriptor is still invariant to ambient illumination. We use 10 bins for the relative luminance and, again, extract 2 histograms in inner and outer volumes.

4.4 Measuring Descriptor Distance

The character of the individual components of our descriptor suggests different kinds of distance metrics. We combine the distances $d_s(q_1, q_2)$, $d_c(q_1, q_2)$, and $d_l(q_1, q_2)$ between two points $q_1$ and $q_2$ using the arithmetic mean

$$d(q_1, q_2) := \frac{1}{3} \sum_{i \in \{s, c, l\}} d_i(q_1, q_2).$$

(9)

Shape Distance: For the shape descriptor, we use the Euclidean distance as proposed for FPFH features in [26]. We measure the arithmetic mean of the
Fig. 9. Color similarity w.r.t. the marked point (blue dot) measured using the saturated Earth Mover’s Distance (EMD) on our color descriptors.

Euclidean distance of the angular histograms in the inner and outer volumes. Fig. 8 illustrates this distance measure in an example scene.

**Color Distance:** Since the HSL color space is only approximately illumination invariant, the domains of our color histograms may shift and may slightly be misaligned between frames. Hence, the Euclidean distance is not suitable. Instead, we apply an efficient variant of the Earth Mover’s Distance (EMD, [25]) which has been shown to be a robust distance measure on color histograms. The EMD between two histograms $P$ and $Q$ measures the minimum amount of mass in a histogram that needs to be “moved” between the histograms to equalize them. Formally, the EMD is defined as

$$\text{EMD}(P, Q) = \frac{\min f_{ij} \sum_{i,j} f_{ij} d_{ij}}{\sum_{ij} f_{ij}},$$

where $f_{ij}$ is the flow and $d_{ij}$ is the ground distance between the bins $P_i$ and $Q_j$. Pele and Werman [23] propose $\hat{\text{EMD}}$, a modified EMD with saturated ground distance that is applicable to unnormalized histograms. They demonstrate that the $\hat{\text{EMD}}$ can be implemented several magnitudes faster than the standard EMD but still retains its benefits. In our application, we saturate the ground distances at a distance of two bins. Fig. 9 illustrates our color distance in an example.

**Luminance Distance:** We also use the saturated $\hat{\text{EMD}}$ to compare luminance histograms. See Fig. 10 for an example of our distance measure.

5 Experiments

5.1 Experiment Setup

We evaluate our approach on RGB-D images from a Microsoft Kinect and compare it with the NARF interest point detector and descriptor. We recorded
Fig. 10. Luminance similarity w.r.t. the marked point (blue dot) measured using the saturated Earth Mover’s Distance (EMD) on our luminance descriptors.

Table 1. Average run-time in seconds per frame for SURE and NARF detection and feature extraction

<table>
<thead>
<tr>
<th>dataset</th>
<th>SURE 640x480</th>
<th>NARF 640x480</th>
<th>NARF 320x240</th>
<th>NARF 160x120</th>
</tr>
</thead>
<tbody>
<tr>
<td>box</td>
<td>0.19</td>
<td>160.18</td>
<td>1.95</td>
<td>0.27</td>
</tr>
<tr>
<td>rocking horses</td>
<td>0.2</td>
<td>133.36</td>
<td>3.25</td>
<td>0.36</td>
</tr>
<tr>
<td>teddy</td>
<td>0.2</td>
<td>164.43</td>
<td>2.09</td>
<td>0.26</td>
</tr>
<tr>
<td>clutter</td>
<td>0.2</td>
<td>179.20</td>
<td>3.24</td>
<td>0.27</td>
</tr>
</tbody>
</table>

4 scenes, 3 containing objects of various size, shape, and color, and one cluttered scene with many objects in front of a wall. The objects are a box (ca. 50x25x25 cm), toy rocking horses (height ca. 1 m), and a teddy bear (height ca. 20 cm). Image sequences with 80 to 140 VGA images (640x480 resolution) have been obtained by moving the camera around the objects. We estimate the ground truth pose of the camera using checkerboard patterns laid out in the scenes. Furthermore, we evaluate the NARF descriptor on three resolutions of the datasets, at the original 640x480 and downscaled 320x240 and 160x120 resolutions. In each image of a sequence, we extract interest points on 3 histogram scales (SURE) or support sizes (NARF). We chose the scales 12, 24, and 48 cm.

5.2 Repeatability of the Detector

We assess the quality of our interest point detector by measuring its repeatability across view-point changes. We distinguish here between “simple repeatability” and “unique repeatability”. Table 2 shows the average number of interest points found by the detectors. SURE finds a similar amount of features like NARF on 160x120 resolution.

We associate interest points between each image pair in the sequence using the ground truth transform. Each interest point can only be associated once to
an interest point in the other image. We establish the mutually best correspondences according to the Euclidean distance between the interest points. Valid associations must have a distance below the histogram scale (SURE) or support size (NARF) of the interest point. “Unique repeatability” only accepts an association between interest points, if the match is unambiguous. This means, that the matched interest points must be the only possible match within the support size/histogram scale, otherwise the association is discarded.

From Fig. 11 we see that SURE and NARF yield similar repeatability on the box and the teddy datasets. The NARF detector shows here a better performance in the smaller resolutions, while performing worse in full resolution. On the rocking horses and the cluttered scene, SURE performs worse than NARF. However, about 50% resp. 25% of the interest points are still matchable across 90° view angle change. In Fig. 13 SURE performs better than NARF in terms of “unique repeatability”. The NARF detector allows several interest points being “close” to each other, i.e., in a distance smaller than their respective support sizes. A SURE interest point will be discarded if it lies within the histogram scale of another interest point and its entropy is lower compared to its neighbor. In that way, we ensure that a SURE interest point sticks out of its environment and can be uniquely matched by descriptor.

In Fig. 12 we also demonstrate the effect of our occlusion handling mechanism. If no artificial points are added along depth discontinuities, repeatability drops earlier with view angle change which is naturally expected.

### 5.3 Matching Score of the Descriptor

We also evaluate the capability of the detector-descriptor pair for establishing correct matches between images. We define the matching score as the fraction of interest points that can be correctly matched between images by the descriptor.

The results in Fig. 14 clearly demonstrate that SURE performs better than NARF in matching individual interest points. Its descriptor does not seem to be distinctive enough to reliably find correct matches. SURE, however, focuses on prominent local structure that is well distinguishable with our descriptor.

We also evaluate the matching score of the individual descriptor components of SURE in Fig. 15. In the teddy scene, very little color is present and the shape descriptor dominates color and lumincance. The clutter scene shows that the combination of these three descriptors performs considerably better than each of the descriptors alone.
**Fig. 11.** Simple Repeatability in four different scenes comparing the SURE detector and the NARF detector. The NARF detector was applied in three different resolutions.

**Fig. 12.** Effect of occlusion handling on the repeatability of SURE.
Fig. 13. Unique repeatability in four different scenes comparing the SURE detector and the NARF detector. Unique repeatability only accepts an association between interest points, if the match is unambiguous. This means, that the matched interest points must be the only possible match within the support size/histogram scale, otherwise the association is discarded.
Fig. 14. Matching Score comparing SURE Feature Descriptor with the NARF Descriptor on four datasets.

Fig. 15. Matching Score comparing the different SURE Descriptors.
5.4 Run-Time

Table 1 shows the run-time of NARF and SURE (detection and feature extraction). SURE outperforms NARF clearly on any of the processing resolutions of NARF, while SURE makes full use of the available data.

6 Conclusions

We proposed SURE, a novel pair of interest point detector and descriptor for 3D point clouds and depth images. Our interest point detector is based on a measure of surface entropy on normals that selects points with strong local surface variation. We designed a view-pose-invariant descriptor that quantifies this local surface curvature using surfel pair relations. When RGB information is available in the data, we also incorporate colorful texture information into the SURE descriptor. We describe color and luminance in the HSL space and measure distance using a fast variant of the Earth Mover’s Distance to gain an illumination-invariant description at the interest point.

In experiments, we could demonstrate that the SURE detector achieves similar repeatability like the NARF descriptor. When matching features by descriptor, our SURE features outperform NARF regarding matching score. SURE also performs faster than NARF on 640×480 images.

In future work, we will further improve the run-time of SURE on depth and RGB-D images by exploiting the connectivity information in the image. We will also investigate automatic scale selection to further improve the repeatability and localization of the interest points.
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Abstract. When mapping is formulated in a Bayesian framework, the need of specifying a prior for the environment arises naturally. However, so far, the use of a particular structure prior has been coupled to working with a particular representation. We describe a system that supports inference with multiple priors while keeping the same dense representation. The priors are rigorously described by the user in a domain-specific language. Even though we work very close to the measurement space, we are able to represent structure constraints with the same expressivity as methods based on geometric primitives. This approach allows the intrinsic degrees of freedom of the environment’s shape to be recovered. Experiments with simulated and real data sets will be presented.

1 Introduction

The Simultaneous Localization and Mapping (SLAM) problem is usually formulated in a Bayesian framework [16]. This paper concerns the use of prior distributions for the map: how to rigorously specify them and how to create an inference engine that works with multiple user-defined priors.

To see what role the prior plays in the problem, let us introduce some notation. Let $q$ be the robot pose, let $m$ be a variable representing the map, and let $z$ be the measurements (including odometry and exteroceptive sensors), which follow the known sensor model $p(z|q,m)$. SLAM can be formulated as the problem of estimating $p(q,m|z)$, the joint distribution of pose and map conditioned to the measurements. We focus on the case of mapping with dense sensors and maps; if the map consists of landmarks, then most of the following remarks are not relevant. More specifically, we describe the formulation that uses the Rao-blackwellization technique [4], where one approximates the target distribution as $p(q,m|z) \approx p(q|z)p(m|q,z)$, thereby factorizing SLAM in two subproblems: estimating the pose of the robot given the measurements ($p(q|z)$), and mapping...

⋆ Paloma de la Puente’s work was supported in part by Comunidad de Madrid and European Social Fund (ESF) programs and also by the Spanish Ministry of Science and Technology, DPI2010-21247-C02-01 - ARABOT (Autonomous Rational Robots).
with known poses \(p(m|q, z)\). Let us focus on the latter. Given the sensor model, we can compute the posterior using Bayes' theorem: \(p(m|q, z) \propto p(z|q, m)p(m)\).

Therefore, if we want to compute the posterior distribution of the map \(m\) given the observations, we need to know the prior \(p(m)\). We remark that, had we formulated SLAM as a maximum-likelihood problem (find \(m\) that maximizes \(p(z|q, m)\)), the knowledge of \(p(m)\) would not be strictly necessary. That, however, would only work for finite-dimensional problems. In fact, if the underlying map is an arbitrary surface, the maximum-likelihood problem is ill posed, because the solution is any curve that perfectly interpolates the readings. To obtain a more reasonable solution, we always need some kind of regularization, which is the prior. Therefore, we conclude that, to make the SLAM problem with dense sensors and maps well posed, we have to specify a prior \(p(m)\).

Other than to make the mathematical formulation correct, the knowledge of the prior helps in reducing the uncertainty of the estimate. For example, constraints such as collinearity are very powerful in reducing the map uncertainty. In general, any assumption about the environment that the user can provide helps in making the filter more efficient. Yet, to our knowledge, incorporating generic prior information in filters has never been done before, and that can be attributed to the representation used, which generally presents some limitations.

For instance, let us consider SLAM methods that represent maps using occupancy/evidence grids. Firstly, the grid resolution introduces some kind of spatial regularization, and makes it impossible to represent precise geometric primitives such as line segments. The other limitation is that each cell is assumed to be independent: this makes it impossible to effectively use the prior information because geometric constraints between different parts of the environment result in long-range correlation of cells occupancy.

A popular alternative to occupancy grids is using a map composed of geometric primitives (segments, circles, splines, etc.). In that case, the prior is implicit in the representation: representing a map by segments automatically gives non-segments map a zero prior. Using geometric primitives presents two major advantages: they provide explicit information about the geometrical nature of the environment, and the resulting maps are much more compact. With proper bookkeeping, the correlation between different parts of the environment can be precisely represented. However, they lack in flexibility. For example, in most realistic environments—except perhaps completely engineered factory floors—there will be parts of the environment that cannot be described by the prior. Moreover, often one wishes to impose “soft constraints”: for example, rather than imposing that all walls are exact line segments, probably a better prior is that they are likely to be straight, or that they are of a bounded variation from straight; all these details should be figured out by the user. This flexibility cannot be accommodated by existing feature-based methods.

1.1 Contribution

We began this work by asking the question of whether it is possible to decouple the concept of prior from a particular representation. Instead of the prior being
hidden in the representation, can it be made completely explicit and under the
direct control of the user? Can we have an inference engine that works with
multiple priors?

In Section 2 we start by defining a new representation. A range-finder provides
an array of numbers measuring the distance to the obstacles. We augment that
by associating to each measurement the corresponding surface normal. This gives
us the flexibility of occupancy grids with the precision of geometric primitives.
Just like large environments can be represented by a collection of patches, one
can represent any environment by a collection of augmented scans; still, in this
paper, we focus on processing the data from a single scan, with an ego-centric
perspective.

In our system, the prior is entirely provided by the user, who describes the
structure constraints and the model likelihood as a function of readings and
normals, in a particular domain-specific language (Fig. 2 on page 99).

The inference engine, described in Section 3, takes two inputs: the noisy raw
distance readings from a laser sensor, and the user-specified prior. The output
is the posterior distribution for the local map, represented as a Gaussian dis-
tribution on the space of readings and normals. This is obtained by a two-step
process. In the first step, we solve a nonlinear optimization problem to obtain
the mode of the distribution. In the second step, described in Section 4, we use
the knowledge of the structure constraints to shrink the measurements covari-
ance, by projecting it onto the allowed submanifold. Fig 1 shows a geometric
interpretation of the process.

![Diagram](image.png)

**Fig. 1.** Computing the posterior distribution of the map in the measurement space
has a clear geometric interpretation. The prior \( p(m) \) defines a (thin) surface in the
measurement space. The initial measurements define a thick ellipse of uncertainty that
gets projected and constrained to the prior surface.

We believe our method presents a novel approach for data segmentation and
preprocessing in a flexible manner, being able to reduce the uncertainty of noisy
measurements and providing information about the environment’s geometrical
nature. Section 5 includes some experiments showing how it works. In our opin-
ion the proposed framework has a lot of potential for future research: it may
also be very useful for scan-matching techniques with laser data and it is very
promising for overall map optimization as well, helping us build better models
of the physical world with a unique system in different situations.
1.2 Related Work

So far, prior information about the environment has been used explicitly only in feature-based SLAM methods. For example, Chong and Kleeman [3] employ collinearity constraints to enhance the state estimation with a Julier-Uhlman Kalman Filter. Rodríguez-Losada et al. [14] alleviate the inconsistency due to the linearization errors introduced by the Extended Kalman Filter by enforcing parallelism or orthogonality constraints. Parsley and Julier [12] propose a framework for the integration of prior information coming from different sources to improve the quality of feature based SLAM. Nguyen et al. [11] apply orthogonality constraints to build accurate simplified plane based 3D maps. Beevers and Huang [1] show that imposing a-priori known relative constraints also leads to consistency and efficiency improvements for particle filters. Other recent contributions are based on the graph-SLAM approach [7,17]. In all these works, a particular geometrical model for representation is used, and they only support equality constraints.

We know of no previous work using a dense representation and allowing for the use of different priors provided by the user. Modelling the scans as a Gaussian process [13] does allow to impose a prior distribution, corresponding to a smoothness constraint, but it cannot capture structured priors such as polygonal environments.

1.3 Notation

Let $q = (t, \theta) \in \text{SE}(2)$ be the robot pose. Assume, without loss of generality, that the range-sensor frame coincides with the robot frame. The sensor model for the range-sensor measurements $\tilde{\rho} = \{\tilde{\rho}_i\}_{i=1}^n$ is defined by $\tilde{\rho}_i = \rho_i + \epsilon_i$, where $\rho_i$ is the true distance to the obstacle, and $\epsilon_i$ is additive Gaussian noise with covariance $\Sigma_{ij} = \text{cov}\{\epsilon_i, \epsilon_j\}$, not necessarily diagonal. The true distance to the obstacle can be written as

$$\rho_i = r(m, (t, \theta + \phi_i)),$$

where the angle $\phi_i$ is the direction of each reading in the scan, and the function $r : \mathcal{M} \times \text{SE}(2) \rightarrow \mathbb{R}_+ \cup \{\infty\}$ is the “ray-tracing” function that returns the distance to the closest obstacle from a certain pose. The function $r$ depends on the map $m \in \mathcal{M}$. For now, we do not specify anything about $m$, just that it represents the underlying map of the environment.

1.4 Problem Statement

Formally, we divide the problem of approximating $p(m|z, q)$, where $z = \tilde{\rho}$, in two sub-problems. First, we solve the maximum-a-posteriori problem to obtain the mode of the distribution. Since $p(m|z, q) \propto p(z|m, q)p(m)$, this can be posed as follows:
Problem 1. Find $m$ that maximizes

$$\log p(z|m, q) + \log p(m).$$

The first term is simply the measurements likelihood; the second term is the map prior. After we have found the mode of the distribution, we obtain a Gaussian approximation to $p(m|z, q)$ by projecting the initial covariance onto the prior constraints (Fig. 1).

This process is conducted in a representation space very close to the measurement space, as described in the next section.

2 Defining Map Priors with Priorlets

The environment prior is specified by the user in a domain-specific language; a representative set of user-supplied prior definition files is shown in Fig. 2.

Providing a flexible way to parametrize environment priors posed two challenges. The first mathematical challenge is choosing a unified representation that allows for the description of a multitude of priors. The second challenge is that this representation must also be user-friendly.

2.1 Representation: Distances $\rho$, Normals $\alpha$, Topology $T$

For what concerns the representation, our solution is parametrizing $p(m)$ by three finite-dimensional quantities.

True distance to the obstacle $\rho$: The quantities $\{\rho_i\}_{i=1}^n$ were already defined as part of the sensor model in equation (1). They represent a zeroth-order approximation of the environment shape.

Surface normals $\alpha$: The surface normals represent a first-order approximation of the environment shape, and will play an important role in defining the priors. The surface normal $\alpha_i$ can be written similarly to $\rho_i$ as a function of the derivative of the ray-tracing function. We define $x \triangleq (\rho, \alpha)$ and we write compactly:

$$x = (\rho, \alpha) = r(m, q).$$ (2)

Environment topology $T$: We assume that the environment is partitioned into surfaces, and each surface is partitioned into one or more regions. For each two consecutive readings in the scan, there are three possible topology cases:

1. They belong to the same surface and the same region.
2. They belong to the same surface, but different regions.
3. They belong to different surfaces.

Having this fine distinction allows to precisely define the prior’s constraints. To keep track of the topology information, we define a variable $T = \{T_k\}_{k=1}^n$, where each $T_k \in \{\text{sameRegion}, \text{differentRegion}, \text{differentSurface}\}$ describes the relation between a pair of consecutive points.

---

1 An explicit expression for the normal $\alpha_i$ as a function of the ray-tracing function $r$ is $\alpha_i = \pi/2 + \arctan\left(\frac{\partial}{\partial \phi_i} r(m, (t, \theta + \phi_i))\right)$, but we are not going to need it in this paper.
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(a) User-supplied definition for polygonal prior

```plaintext
name: Polygonal prior
order: 2
max_curvature: 0

p_1 = [cos(φ_1); sin(φ_1)] * ρ_1; # define cartesian coords
p_2 = [cos(φ_2); sin(φ_2)] * ρ_2; # as shortcuts
priorlet same_region:
α_1 == α_2
(p_2 - p_1) * [cos(α_1); sin(α_1)] == 0
```

(b) User-supplied definition for rectangular prior

```plaintext
name: Rectangular prior
specializes: Polygonal prior
priorlet different_region:
(α_2 == α_1 - pi/2) || (α_2 == α_1 + pi/2)
```

(c) User-supplied definition for relaxed rectangular prior

```plaintext
name: Rectangular prior (relaxed)
specializes: Polygonal prior
priorlet different_region:
tolerance = 3; # 3deg tolerance
-cos(α_2 - α_1) <= -cos(deg2rad(90-tolerance))
-cos(α_2 - α_1) <= cos(deg2rad(90+tolerance))
```

(d) User-supplied definition for alternative relaxed rectangular prior

```plaintext
name: Rectangular prior (relaxed - alternative)
specializes: Polygonal prior
priorlet different_region:
model_likelihood cos(α_2 - α_1)^2
```

(e) User-supplied definition for circular prior

```plaintext
name: Circular prior
order: 3
max_curvature: 10 # min radius = 0.1 m

# two oriented points define a circle. This is the radius.
r12 = sin((α_2 - α_1)/2) / norm(p_1 - p_2);
r23 = sin((α_3 - α_2)/2) / norm(p_3 - p_2);
r13 = sin((α_3 - α_1)/2) / norm(p_3 - p_1);
model_likelihood cos(α_2 - α_1)^2
```

(f) Circular prior, with prior information for the radius

```plaintext
name: Circular prior (with prior on radius)
specializes: Circular prior
priorlet same_region: # it is likely that the radius is around 2.0
model_likelihood (r13 - 2.0)^2
```

(g) User-supplied definition for spline prior

```plaintext
name: Spline prior
order: 2
max_curvature: 10
priorlet same_region:
model_likelihood (α_2 - α_1)^2
```

Fig. 2. The environment prior is specified by the user with a domain-specific language. These are examples of actual source code interpreted by the inference engine (apart from some omissions in the interest of clarity). Using UNICODE, the special variables alpha_i, rho_i, phi_i can also be typed with Greek letters; this was inspired by Sun’s Fortress language.
2.2 Expressing Priors as Functions of \( \rho, \alpha, \mathcal{T} \)

We can express the prior as a function of the readings \( \rho \), normals \( \alpha \), and topology \( \mathcal{T} \) instead of as a function of the infinite-dimensional map \( m \). Assuming that it is possible, we rewrite Problem 1 as follows.

**Problem 2.** Find \( \rho, \alpha, \mathcal{T} \) that maximize

\[
\log p(\tilde{\rho}|\rho) + \log p(\rho, \alpha, \mathcal{T}).
\]

Now we are dealing with a finite-dimensional optimization problem: the infinite-dimensional map “\( m \)” has disappeared from the formalization. The limitation is that we can only define shape priors by their 0th (\( \rho \)) and 1st order (\( \alpha \)) Taylor expansions. In the same spirit, we could use successive derivatives (curvature, and so on); nevertheless, we found that this parametrization has good expressivity. This does not mean that we are limited to piece-wise linear shapes; in fact, we can define shapes such as circles (Fig. 2e) and splines (Fig. 2g).

2.3 Expressing \( p(\rho, \alpha, \mathcal{T}) \) with Local Constraints and Energies

Now we have fixed the representation, but we still have to solve the challenge of allowing the user to specify a prior in an intuitive way. It is clear that we can express almost any shape using a function \( p(\rho, \alpha, \mathcal{T}) \). In theory, we could ask the user to provide a symbolic expression for \( p(\rho, \alpha, \mathcal{T}) \). This, however, would be burdensome: assuming, for example, that there are 180 readings in a scan, the user would need to provide a symbolic expression with 540 variables. Moreover, that expression would have to be changed if the number of readings changed.

Our observation was that one can define interesting priors by describing local constraints between consecutive points. For example, if the environment prior is polygonal, we want to impose that nearby points have the same normals if they belong to the same region: \( \alpha_1 = \alpha_2 = \cdots = \alpha_n \). This can be expressed compactly by saying that \( \alpha_i = \alpha_{i+1} \) if points \( i \) and \( i + 1 \) belong to the same region (compare Fig. 2a, line 7). In addition to these, we need constraints on \( \rho_i \) to ensure that the points are aligned (Fig. 2a, line 8).

In the case of a rectangular prior, we have the additional constraint that \( (\alpha_i - \alpha_{i+1}) = k \frac{\pi}{2} \) if the two points do not belong to the same region (see Fig. 2a, line 9). Similarly, one can define different relaxations for a rectangular prior (Fig. 2c, 2d). We will not describe in detail the interpretation of all the expressions in Fig. 2, but they all correspond to simple geometric constraints.

Certain priors cannot be specified by considering only two successive points. For example, it takes three consecutive points to describe a circular prior (see Fig. 2e), because it takes three points to define a circle. The order of a prior is the number of consecutive points needed for describing it.

2.4 Formal Definitions of Priorlets

We use the term *priorlet* for a set of local constraints plus energies imposed on \( n \) consecutive points in the environment.
Definition 1. A priorlet of order $n$ is a tuple $(F, G, H)$ described by three sets of functions $F = \{f_k\}$, $G = \{g_k\}$, $H = \{h_k\}$. The arguments of all these functions are $n$ couples of (distance, normal angle) and they all return a scalar. The functions $\{f_k\}$ represent equality constraints, the functions $\{g_k\}$ represent inequality constraints, and the functions $\{h_k\}$ represent “energies” (negative log-likelihoods).

The semantics of a priorlet is the specification of a small part of a larger optimization problem:

$$\min_{\rho_1, n, \alpha_1, n} \ldots + \sum_k h_k((\rho_1, \alpha_1), \ldots, (\rho_n, \alpha_n)) + \ldots,$$

subject to

$$f_k((\rho_1, \alpha_1), \ldots, (\rho_n, \alpha_n)) = 0,$$

$$g_k((\rho_1, \alpha_1), \ldots, (\rho_n, \alpha_n)) \leq 0.$$

The philosophy is very close to that of factor graphs [6]; the formalization, however, does not match perfectly because usually factor graphs do not include constraints.

Definition 2. A user-defined environment prior is a collection of three priorlets: a “same_region” priorlet, a “different_region” priorlet, and a “different_surface” priorlet, describing the constraints/energies for neighbouring points for the three topology cases.

Recall that the variable $\mathcal{T}$ specifies the environment partition in regions and surfaces. Given a particular choice of $\mathcal{T}$, we know which priorlet to apply to each couple (or triplet) of consecutive points. Therefore, we can define three functions $h_{\mathcal{T}}(\rho, \alpha)$, $f_{\mathcal{T}}(\rho, \alpha)$, $g_{\mathcal{T}}(\rho, \alpha)$. These represent, respectively, the cumulative effect of all the energies, and the stacked equalities and inequalities given by the application of the priorlets to each neighbourhood of points (we do not write them explicitly to avoid drowning in a sea of indices). We can rewrite Problem 2 as follows.

Problem 3. Find $\mathcal{T}, \rho, \alpha$ as the solution of the problem:

$$\max_{\mathcal{T}, \rho, \alpha} \log p(\tilde{\rho}|\rho) + h_{\mathcal{T}}(\rho, \alpha),$$

subject to

$$f_{\mathcal{T}}(\rho, \alpha) = 0,$$

$$g_{\mathcal{T}}(\rho, \alpha) \leq 0.$$

2.5 A Domain-Specific Language for Priorlets

We have given a formal description of priorlets that might appear overly complicated. In practice, the process of specifying a prior is intuitive, using a domain-specific language whose syntax we believe easy to understand even without a formal definition.
The user must minimally specify a name, and the order of the prior. Then she specifies the three priorlets (a same_region priorlet, a different_region priorlet, and a different_surface priorlet), by specifying equalities (\(=\)) and inequalities (\(<=\)) over the predefined variables rho\(_i\), alpha\(_i\), phi\(_i\), with \(1 \leq i \leq \text{order}\). Using unicode input, the variables can also be indicated with Greek letters. At any point in the file, other variables can be introduced using “\(=\)” (Fig. 2a, line 2). The syntax for the expressions is the one used by MATLAB/Octave. A “\(||\)” operand is supported for specifying a logical or (Fig. 2b, line 4). The model likelihood (the \(h\) function) is introduced by the keyword model_likelihood. The user can subclass existing priors using the specializes keyword; for example, the rectangular prior specializes the polygonal prior (Fig. 2b, line 2). Finally, we let the user specify an explicit max_curvature parameter that is used in the inference process.

3 Inference with Generic Priors

Our goal has been to build an inference engine that works for arbitrary user-specified priors. Of course, we are doomed to be less efficient than an optimization method designed for a particular prior; however, we believe there is value in showing a completely general approach. In this section, we briefly recall the standard constrained-optimization methods that we use, we show how additional constraints can be added to the problem, and finally we discuss the two-level optimization procedure.

3.1 Homotopy Methods

The idea of homotopy methods \[15\] is to solve the constrained optimization problem by solving a sequence of unconstrained optimization problems. The penalty function method is useful for dealing with equalities or inequalities. Suppose the minimization problem to solve is

\[
\min_x h(x), \quad \text{subject to } f(x) = 0,
\]

and assume that we do not know a feasible point. We then consider a sequence of unconstrained minimization problems, where we add to the objective function a penalty function representing the distance from the feasible set:

\[
\min_x h(x) + \lambda f(x)^2.
\]

Similarly, the penalty function for an inequality \(g(x) \leq 0\) would be \(\lambda \max\{0, g(x)\}^2\). As \(\lambda \to \infty\), the solution of the unconstrained problem tends to the solution of the constrained one. Therefore, we can solve the constrained problem by solving a sequence of unconstrained optimization problems, starting from \(\lambda = 0\) and progressively raising it. Proper convergence can be proved under appropriate conditions \[15\].
The *log-barrier* method is useful for dealing with inequalities. Suppose we have to solve the problem

$$\min_x h(x), \quad \text{subject to } x \leq \overline{x},$$

and assume that we start from a feasible point $x_0 \leq \overline{x}$. Then we solve the sequence of unconstrained optimization problems

$$\min_x h(x) - \frac{1}{\mu} \sum_i \log((\overline{x}_i - x_i)).$$

The log term represents a “barrier” that goes to infinity near the bounds. As $\mu \to \infty$, the solution of the unconstrained problem tends to the solution of the constrained one.

### 3.2 Additional Details

**Outliers:** We expect that the prior supplied by the user describes most of the environment, but there will always be points that are clearly outside the prior, caused, for example, by clutter in the environment. Therefore, we define another optimization variable, the set INMODEL of points that do respect the prior. Suppose that the likelihood of a point being described by the prior model is $\beta \in (0, 1]$, and, for simplicity, that each point is independent. Then the log-likelihood component $\log(p(\text{inmodel}))$ can be represented in the cost function by a term $\gamma|\text{inmodel}|$, with $\gamma = \log(\beta/(1 - \beta))$ and $|\text{inmodel}|$ indicating the number of points.

**Upper and lower bounds on $\rho, \alpha$:** It is possible to derive upper and lower bounds for the variables $\alpha$ and $\rho$. For $\rho$, bounds are obtained by using the initial covariance information. During the optimization, each $\rho_i$ is allowed to vary at most $4\sigma_i$ from the initial estimate $\tilde{\rho}_i$. Because of that, outliers and clutter produce constraints that are impossible to satisfy, and eventually those points are removed from the INMODEL set. As for the normals, it is possible to derive bounds for $\alpha_i$ based on the allowed variation of $\rho_{i-1}, \rho_i, \rho_{i+1}$ and the knowledge of the maximum curvature in the environment.

### 3.3 Optimization Overview

We rewrite again the form of the optimization problem, with the new variable INMODEL and the bounds on the state.

**Problem 4.** Find $T, \text{INMODEL}, x$ as the solution of:

$$\max_{T, x \in \text{INMODEL}} \log p(x|\rho) + h_T(x) + \gamma|\text{INMODEL}|,$$
subject to \( f_\mathcal{T}(x) = 0, \) \( g_\mathcal{T}(x) \leq 0, \) \( \underline{x} \leq x \leq \bar{x}. \) \( \) \( \) \( \) \( \)

We have to optimize over discrete and continuous variables. The discrete variables are the set inmodel and the topology \( \mathcal{T} \). The continuous variable is \( x = (\rho, \alpha) \). We solve the problem using two nested levels: the outer level (Algorithm 1) optimizes over inmodel and \( \mathcal{T} \), while the inner level (Algorithm 2) optimizes over \( x \), given a particular choice of inmodel and \( \mathcal{T} \). We describe the inner level first.

3.4 Inner Loop: Optimizing \( x \) Given inmodel, \( \mathcal{T} \)

Algorithm 2 solves Problem 1 assuming that inmodel, \( \mathcal{T} \) have been fixed. We apply a double homotopy transformation to find \( x \). We use a penalty function for constraints (3-\( 1 \)) and a log-barrier method for constraint (5). Using the log-barrier for the bounds ensures that those are always satisfied during each iteration. Instead, the constraints on the prior are satisfied only in the limit: we start from the measurements and eventually arrive to the surface defined by the prior (Fig. 1).

At each iteration, we take a Newton step with backtracking. All the necessary gradients and Hessians are computed in closed form using symbolic derivations from the user-specified constraints. Moreover, we “convexify” the Hessian if it is not positive-definite by setting negative eigenvalues to a small positive value (Algorithm 2, line 12); this turns the Newton method into gradient descent in the non-convex parts of the state space.

Note that Algorithm 2 might fail to return a feasible point; this will be interpreted by the outer level as a sign that the topology \( \mathcal{T} \) is wrong and must be relaxed.

3.5 Outer Loop: Optimizing inmodel, \( \mathcal{T} \)

Algorithm 1 optimizes over the set inmodel and the topology \( \mathcal{T} \). Solving this problem exactly has combinatorial complexity, as we would have to try each possible grouping of points into surfaces and regions. To obtain an approximate solution, we use a heuristic approach based on relaxation.

We initialize inmodel to contain all the points, and \( \mathcal{T} \) to result in the strictest set of constraints (\( \mathcal{T}_i = \text{sameRegion} \)). Iteratively, we call the inner level to find a corresponding \( x \). If Algorithm 2 finds a feasible \( x \), we are done. Otherwise, we try to relax the problem. If the problem is infeasible, some of the prior constraints (\( g_\mathcal{T}(x) \leq 0, f_\mathcal{T}(x) = 0 \)) are not respected and the corresponding penalty functions are non-zero. We check which couple of nearby points gave the most contribution to the penalty function, and we relax the topology (line 14). If the corresponding \( \mathcal{T}_k \) was \( \text{sameRegion} \), we set it to \( \text{differentRegion} \); if it was \( \text{differentRegion} \), we set it to \( \text{differentSurface} \). We observed that this simple algorithm was effective in finding region and surface boundaries.
In addition, we check whether some regions are too small, and we remove the corresponding points from INMODEL (line 16). This is useful for dealing with outliers.

Algorithm 1. Discrete Optimization of INMODEL, $T$

```matlab
function [x, T] = map_optimization(\tilde{\rho}, \Sigma_{\tilde{\rho}}, prior):
    % initialize by using all points, and the strictest topology
    INMODEL = all; T_k = sameRegion;
    while True:
        [x, x] = geometric_bounds(T, \tilde{\rho}, \Sigma_{\tilde{\rho}})
        % Estimate surface normals
        [alpha_0, covalpha] = estimate_initial_alpha(\tilde{\rho}, \Sigma_{\tilde{\rho}}, T)
        % Restrict optimization to the INMODEL set
        x_0 = { (\tilde{\rho}, alpha_0) } for i \in INMODEL
        [feasible, x, link_penalties] = inner_optimization(prior, x_0, cov_0, T, [x, x])
        if feasible:
            break
        % If not feasible, break the topology based on the penalties
        T = break_greedily(T, link_penalties)
        % Remove points in small regions from the INMODEL set
        [INMODEL, T] = remove_lonely_points(INMODEL, T)
    return [x, T]
```

Algorithm 2. Continuous optimization of $x$

```matlab
[feasible, x, link_penalties] = inner_optimization(prior, x_0, \Sigma_{x_0}, T, [x, x])
% Obtain functions from prior and topology
f_T(x), g_T(x), h_T(x) = prior_to_constraints(prior, T)
for \lambda = \lambda_0; \lambda \leq \lambda; \lambda = \lambda_{\text{mult}}; \lambda:
    for \mu = \mu_0; \mu \leq \mu_{\text{max}}; \mu = \mu_{\text{mult}}; \mu:
        if f_T(x) < \epsilon:
            return [true, x]
        % compute gradient and Hessian of objective + penalties
        J(x) = p(x|x_0, \Sigma_{x_0}) + h_T(x)
        + log_barrier([x, x], \mu, x) + \lambda \text{ penalty}(f_T(x), g_T(x))
        % convexify the Hessian (do gradient descent if nonconvex)
        H = convexify(\n        \n        newton_direction = -inv(H) * \n        \n        x = back_tracking(x, newton_direction)
        % the problem is infeasible: compute the penalty for each link
        link_penalties = compute_link_penalties(T, x)
    return [false, null, link_penalties]
```

4 Recovering the Degrees of Freedom

We have shown how to define generic priors (Section 2) and how to perform inference with them (Section 3). We have decoupled the environment prior from the environment representation: while the priors are most general, the representation is always the same. This approach certainly has its advantages in terms of generality and flexibility. However, we lose something with respect to a feature-based approach. The advantages of representing the map with geometric primitives is
that the representation implicitly encodes the *constraints* and *degrees of freedom* of the environment. If we fit a circle to the environment, we implicitly state that 1) the points are constrained to lie on a circle (constraints); and 2) the circle can change in radius and position (degrees of freedom). In this section, we show how we can perform a similar analysis even using augmented scans for the representation.

4.1 The Geometric Structure of the Map Space

In equation (1), we let the sensor model depend on the underlying true map "\( m \)", interpreted as an abstract infinite-dimensional quantity belonging to a certain set \( M \). In order to derive well-grounded results, we have to formalize some intuitive ideas about \( M \) (some of these are commented in more detail elsewhere [2]).

It is intuitive that, for each map \( m \in M \), there will be other elements in \( M \) that have the same shape but are rotated/translated to different poses. Thus, we can assume that all reasonable sets \( M \) are isomorphic to the product \( S \times \text{SE}(2) \), where \( S \) is called the shape space. Given this factorization, we can write an element \( m \in M \) as a couple \( \langle S, p \rangle \in S \times \text{SE}(2) \). This factorization is the basis of many works in the shape-space analysis [8,9]. Based on that, we introduce a technical condition on the user-defined prior.

**Definition 3.** A prior \( p(m) \) is pose-independent if it only depends on the map shape \( S \) but not on the map pose \( p \):

\[
p(m) = p(\langle S, p \rangle) = p(S).
\]

Intuitively, this means that, if the prior allows a certain shape, then it must allow the same shape, rotated, with equal probability; or, equivalently, that observing the environment does not give any information on the robot pose in an external frame. We also state a simple lemma on the ray-tracing function.

**Lemma 1.** The observations do not change if robot and map are jointly roto translated: \( r(\langle S, p \rangle, q) = r(\langle S, \delta \oplus p \rangle, \delta \oplus q) \).

4.2 Analyzing the Degrees of Freedom

Assume we have found a feasible solution \( x \). By analyzing the constraints given by the prior, we can recover the degrees of freedom in the solution. More formally, we consider infinitesimal variations \( \delta x \) and we examine which ones are allowed by the prior. Recall that \( x \) contains both scan readings and surface normals, therefore \( \delta x \) belongs to \( \mathbb{R}^{2n} \), where \( n \) is the number of readings. We first give the mathematical results and then we comment on the derivation.

**Proposition 1.** Suppose the prior is pose-independent (Definition 3). Then the space of the allowed variations \( \delta x \) to the solution can be factorized as ("⊔" indicates disjoint union):

\[
\mathbb{R}^{2n} = \text{Constr} \sqcup \text{Free} = \text{Constr} \sqcup (\text{Intr} \sqcup \text{Extr}),
\]

where the subspaces are defined (and computed) as follows:
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\[
\begin{align*}
Free & \triangleq \ker \nabla_x f_T(x), \\
Constr & \triangleq \mathbb{R}^{2n} - Free, \\
Extr & \triangleq \text{span}\{\nabla_q r\}, \\
Intr & \triangleq Free - Extr.
\end{align*}
\]

The subspaces Free are the directions corresponding to the map variations allowed by the prior. The subspace Free is further divided in intrinsic (Intr) degrees of freedom, due to the uncertainty in the map’s shape; and extrinsic (Extr) degrees of freedom, due to the uncertainty in the map’s pose.

To explain the first division in the subspaces Constr and Free, we just need to consider the equality constraints in the prior, which are represented by the equation \( f_T(x) = 0 \). This equation defines a hyper-surface inside \( \mathbb{R}^{2n} \) where \( x \) is constrained to lie. The tangent plane to this surface is given by directions orthogonal to the gradient \( \nabla_x f_T \), and corresponds to the (infinitesimal) directions that are allowed by the prior. The subspace Constr is simply the complement of Free.

The further division of Free in intrinsic (Intr) and extrinsic (Extr) degrees of freedom is a more delicate topic. We have seen that the map \( m \) can be represented as a couple shape-pose \( \langle S, p \rangle \). The subspace Extr identifies the variation in the readings due to the uncertainty in the pose \( p \); or, more precisely, due to the uncertain pose between map and sensor. We can state the following result.

**Proposition 2.** If the prior is pose-independent, the subspace Extr \( \triangleq \text{span}\{\nabla_q r\} \) is contained in Free.

**Proof.** Using \( \mathcal{L} \), we write \( x = r(m, q) = r(\langle S, p \rangle, q) \). If the prior does not depend on \( p \), then \( f_T(x) = 0 \) implies

\[
f_T(r(\langle S, \delta \oplus p \rangle, q)) = 0, \quad \text{for all } \delta \in \text{SE}(2).
\]

Given Lemma \( \mathcal{L} \) we obtain that \( f_T(r(\langle S, p \rangle, \oplus \delta \oplus q)) = 0 \), for all \( \delta \in \text{SE}(2) \). This means that

\[
f_T(r(\langle S, p \rangle, q)) = 0, \quad \text{for all } q \in \text{SE}(2).
\]

Intuitively, this says that the updated readings still respect the prior no matter where the robot is placed in the environment. If a function \( f_T \) is constant with respect to an argument \( (q) \), the derivative with respect to that argument is 0. In our case, using the chain rule, we obtain:

\[
\nabla_q f_T = \nabla_x f_T \cdot \nabla_q r = 0.
\]

Therefore, \( \nabla_q r \) is always orthogonal to \( \nabla_x f_T \); that is, \( \text{span}\{\nabla_q r\} \subset \ker \nabla_x f_T = \text{Free} \).
\[ \text{Extr} = \text{span} \{ \nabla q r \} \] are the possible variations in the measurements due to the sensor movement. By contrast, the directions in Intr are due to the variation in the map shape \( S \), and correspond to the intuitive notion of the degrees of freedom in the structure. To compute them, we use equations (6), (8), (9). Note that we used the concept of map factorization in \( m = \langle S, p \rangle \) only as a theoretical tool in deriving the results. In practice, we do not need to know anything about such abstract representation; the only quantities we have to compute are \( \nabla q r \) and \( \nabla x f_T \), which lie in the very concrete measurement space. The procedure is completely automatic and allows to recover the degrees of freedom for any prior.

### 4.3 Covariance Shrinking

Other than for visualization purposes, we can use the degrees of freedom knowledge for computing the posterior uncertainty of the estimate. Assume that the covariance of the initial estimate \( x_0 \) was \( \Sigma_{x_0} \). If the prior has only constraints and not energies (i.e., there is no term \( h_T(x) \)), we can obtain the posterior covariance \( \Sigma_x \) simply by projecting \( \Sigma_{x_0} \) onto the subspace Free. Let the matrix \( P_{\text{Free}} \) be a projector onto Free. Then the posterior covariance estimate is

\[ \Sigma_x = P_{\text{Free}} \Sigma_{x_0} P_{\text{Free}}^T. \]

If there is a term \( h_T(x) \), we have to account for the further reduction of uncertainty. Treating it as an additional observation, we obtain that \( \Sigma_x = P_{\text{Free}}(\Sigma_{x_0}^{-1} + \nabla^2 h_{T}^{-1})^{-1} P_{\text{Free}}^T \). Similarly, one can recover the contribution to \( \Sigma_x \) due to extrinsic or intrinsic uncertainty by projecting onto Extr or Intr. This process has a solid geometric intuition; see also, for example, Chapter 3 of Paul Newman’s thesis [10]. The reader should note that this linearized analysis has the usual limitations [5].

For priors with many constraints, the rank of \( \Sigma_x \) is very low. Thus, it is better to represent it by its non-null eigensystem, which can be interpreted as the allowed scan eigenvariations \( \{ \langle v_m, \sigma_m \rangle \}_{m=1}^{\dim(\text{Free})} \), each representing a direction \( v_m = \langle \rho^m, \alpha^m \rangle \) and corresponding uncertainty \( \sigma_m \) in that direction.

### 5 Experiments

We have conducted experiments with both synthetic and real data.

Fig. 3 shows an example test case, with a simulated scan from a square environment, using the rectangular prior. The original noisy simulated data is depicted in Fig 3(a), whereas Fig 3(b) presents the corrected measurements and the proper division of the scan into different regions. Fig 4 shows the orientation angles for all the readings corrected by applying our method (x-like crosses), with the ground-truth represented by dots and the initial estimates represented by circles. The vertical crosses indicate the bounds. The solution gets so close to the ground-truth that they can hardly be distinguished in the plot, with an average error of \(0.26^\circ\) for several tests and the walls being well aligned. We obtain similar results with a variety of other simulated environments. We also
Fig. 3. (a): Noisy simulated scan. (b): Corrected measurements and topology $\mathcal{T}$ (dashed edges for different regions).

Fig. 4. Corrected orientation angles (x-like symbols), ground truth (small dots), initial values (circles) and extracted topology $\mathcal{T}$ (vertical edges for different regions)

conducted tests with a random number of outliers, Fig. 5 shows some examples. Other experiments had similar results, they are not presented here for lack of space. The quantitative analysis of these results requires some further work. It is not always easy to assess whether a measurement around the corner is properly considered an outlier or whether a point introduced as an outlier is an outlier indeed, it depends on its neighbors, on how the random outliers are distributed around the scan.

The whole process described in Section 3 can be seen in action with real data from a Hokuyo laser sensor in Fig. 6. Even if most of the environment is polygonal, the regions of the polygonal surfaces are interrupted by random
Fig. 5. Output of some experiments with outliers. Identified outliers, depicted as bigger dots, were eliminated from INMODEL.

Fig. 6. The outer level optimization (Algorithm 1) works on the discrete variables, deciding which sensor readings can be described by the prior (variable INMODEL) and the division in regions/surfaces (variable $\mathcal{T}$). The pictures show the evolution of the topology. Solid lines indicate boundaries between surfaces; dashed lines indicate borders between regions. Dark crosses indicate readings outside the INMODEL set. (a): Some decisions on $\mathcal{T}$ can be taken based on the geometric constraints and the knowledge of the maximum curvature, specified in the prior. (b): The rest of the algorithm guesses where the region/surfaces boundaries are based on a greedy relaxation algorithm. Clutter and outliers tend to be isolated in small regions that are later removed. (c): The final result is feasible according to the prior; the outliers have been removed from the set INMODEL.

clutter and outliers (Fig. 6a). The first part of the relaxation introduces several breaks around outliers (Fig. 6b) producing a very fragmented topology. Then we remove the clutter from INMODEL and we can return to the simple correct topology for the rest of the points (Fig. 6c).

Fig. 7 shows some more experiments with real data acquired at Principe Felipe Science Museum in Spain. Most outliers come from glass panels and people.
Fig. 7. More experiments with real scans. Data from Principe Felipe Museum (Valencia, Spain), highest floor

Regarding the degrees of freedom extraction, the system recognizes well, for instance, that a circular environment has only one intrinsic degree of freedom (the radius of the circle) (Fig. 8a). A rectangular environment has two degrees of freedom (Fig. 8b) using the rectangular prior (Fig. 2b), but 5 if we use the polygonal prior (Fig. 2a), because the walls orientation is not constrained. Our system recognizes well the degrees of freedom in more complicated situations. For example, an environment with two circles has three degrees of freedom (the radii and the distance between the centers); however, they quickly become hard to visualize. Moreover, in the figures we plot only the variation of the readings because the variations of the normals are hard to visualize as well.

Fig. 8 also shows an example of covariance shrinkage with a rectangular environment. We assume that the initial covariance of \( \tilde{\rho} \) is band-diagonal with slight correlation across neighbours. After the projection, the posterior covariance (Fig. 8c) correlates readings corresponding to the same surface or region. As shown in Fig. 8d, there is a dramatic uncertainty reduction.
After we have found the solution to the optimization problem, the inference engine uses the knowledge of the prior for extracting the intrinsic degrees of freedom (scan eigenvariations) and for shrinking the covariance by projecting it onto the Free subspace. (a): For example, the inference engine can recognize that a circular environment has one allowed scan eigenvariations. (b): In the case of a rectangular environment and rectangular prior (Fig. 2b), we find 2 allowed scan eigenvariations. These can be interpreted as the variations of width and height of the environment. (c): We can shrink the a-priori readings covariance by projecting it onto the constraints. In this case, we assume that the a-priori covariance (not shown) has slight correlation between consecutive readings. The a-posteriori covariance has very low rank, and distant readings become correlated because of the structure. (d): The shrinking can be visualized by plotting the diagonal elements of a-priori and a-posteriori covariance.

6 Conclusions and Future Work

We have shown how to build an inference engine that can use different priors with the same representation. The priors are defined by the user in a domain-specific language. The problem of approximating the map posterior is turned into a constrained optimization problem and a covariance projection over the unconstrained directions. This way, it is possible to apply structured priors
(polygonal, rectangular, etc.) using a unified representation. Besides being able to reason in terms of regions and surfaces, one can recover the “structure” information under the form of scan eigenvariations, using the degrees-of-freedom analysis.

As part of future work, we plan to improve the greedy Algorithm 1 by introducing backtracking. The incorporation of automatic methods for the representation of the prior of an environment could be another future contribution. We are also interested in testing how preprocessing different sensor data with our method may help scan matching standard techniques. Finally, we are working on the integration of this algorithm into complete SLAM methods, by using the reduced degrees of freedom for global map optimization.
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Abstract. Semi-autonomous mobile robots are a promising alternative for tasks that are too challenging for autonomous robots. Especially in an unstructured environment, full autonomy is still far from being realized. In order to enable the human operator to control the robot properly, visualization of the environment is crucial. In this paper, we introduce a pipeline for geometric mapping that uses narrow field of view RGB-D cameras as input source and builds a geometric map of the environment while the robot either is operated manually or moves autonomously. Geometric shapes are extracted from subsequent sensor frames and are clipped and merged in a geometric feature map. Evaluation is done both in simulation and on the real robot.

1 Introduction

Although performance of fully autonomous robots has improved greatly in recent years, they still fail frequently while solving tasks in unstructured environments. This is because of inaccurate sensors and actuators as well as non-robust algorithms. A promising alternative are semi-autonomous robots that try to fulfill common tasks autonomously until an unexpected situation occurs. In this case, a human operator can compensate for the lack of intelligence and accomplish the task manually. Optimally, the robot is able to learn from the human actions and thus increases its degree of autonomy over time.

For both the human operator and the robot, perception of the environment is inevitable. Whereas the robot needs information about its surroundings for localization, collision avoidance and planning of actions, the human operator needs visualization of both the current field of view of the robot and past sensor data in order to be able to understand the environment. Most of the robot’s demands can be met with a point map representation whereas a geometric map is suitable for data transfer over network and visualization. This leads to the need of a hybrid environment model, consisting of a point and a geometric map.

In this paper, we propose a pipeline for geometric mapping of the environment with focus on semi-autonomous robots. Both a point and a geometric representation of the environment are created during processing. As sensors, RGB-D cameras are used. Being very cost efficient and having a high frame rate they are advantageous over previously used tilting laser scanners. However, the narrow field of view demands additional
processing steps. The method we propose does most of the calculations on single sensor frames instead of the full map. Hence, we meet the requirements of a continuous data flow and are able to create the map while the robot is moving. This is a special need if a human operator is present as he or she needs immediate feedback of the robot’s vicinity. As the movements commanded by the human are unforeseeable and may be at a wide range of speed, higher robustness of the mapping is needed than for a fully autonomous mapping.

The first processing step is point cloud registration. The clouds are aligned to the robot’s map coordinate system using Iterative Closest Point (ICP). This step is followed by iterative extraction of geometric features like planes. Each plane is passed to the geometric map afterwards. We propose a novel method for processing these extracted planes: The surfaces are transformed to a common coordinate system. Afterwards, 2-D polygonal clipping is applied followed by a merging step. The merged planes are adjusted corresponding to their relative pose. This increases the robustness against inaccurate plane extraction. Using a polygonal representation, we offer the chance to provide a clear visualization to the human user. Additionally, user input can be used to correct erroneous maps by selecting single shapes, deleting them or changing their position. This is not possible with a bare point cloud representation.

The key contributions of this paper are (1) a mapping pipeline for single frame processing of RGB-D data in order to create a geometric map, (2) a novel approach for generating a geometric map from extracted planes and (3) a geometric map representation that can easily be understood and modified by a human.

The remainder of this paper is structured as follows: Section 2 provides related work regarding geometric mapping, semi-autonomous behaviour and polygon clipping. In Section 3 we present the mapping architecture and algorithms used. The evaluation of the mapping and results are shown in Section 4. The paper concludes with a resume and an outlook on future work.

2 Related Work

Aggregation of geometric maps from point cloud data has been subject to many research activities in recent time. For example, Rusu et al. used a tilting laser scanner to acquire point clouds in [1] and performed planar segmentation using Random Sample Consensus (RANSAC) in order to find table surfaces. Further work by Rusu et al. shows semantic object labeling of planar surface structures in kitchen environments like cupboards, tables and drawers [2]. They also create polygonal representations of extracted surfaces but do not approach the merging problem related to sequential mapping. In [3], Nüchter et al. used a combination of ICP and RANSAC for plane extraction in point clouds in order to create a semantic map. However, they stop at the stage of labeled point representations rather than creating a map consistent of geometric shapes. Another mapping pipeline was proposed by [4]. Henry et al. perform RGB-D SLAM using a Kinect camera. They use feature points from the color image, apply RANSAC and ICP based registration including loop closure and finally create a SURFEL representation without deriving geometric shapes. A method for volumetric mine mapping using occupancy grids was presented in [5]. All these approaches are targeted at fully
autonomous robots and do not propose a map representation suitable for human perception. Some of them create maps in stop-and-go fashion which is not applicable for humanly controlled robots.

Semi-autonomous behaviour in perception is not so extensively researched. Some approaches deal with human interaction in navigation. In [6,7], virtual objects are augmented in a camera stream and the user can control the robot to avoid obstacles. However, no 3-D mapping is used in order to improve the users immersion. Goodfellow et al. [8] introduced a system that presents the output of the perception module to the user in order to get feedback about the next action. Recently, Pitzer et al. presented an approach for shared autonomy in perception [9]. The user has to identify objects the robot is not able to recognize. Both approaches focus on the field of object detection and have a much stronger user involvement than our approach. Currently, there is no system known to the authors that is able to create geometric map representations from 3-D data in order to satisfy both the requirements of autonomous and tele-operated mode. Basic ideas of our work were already presented in [10], namely point cloud registration and processing of convex hull polygons. This work is extend within this paper.

Processing of polygons is a common task in computer graphics and gaming. A variety of different approaches ([11,12,13]) to polygon clipping can be found in literature. Comparison of several polygon clipping methods is available in [14]. Most of the methods are limited in the types of polygons they can handle. Also, computational speed varies greatly. A generic solution to 2-D polygon clipping was introduced by Vatti in [15]. His method is able to clip and merge almost any kind of polygons in an efficient way.

3 Methodology

Our mapping pipeline for geometric maps is designed for the use of narrow field of view RGB-D or time-of-flight cameras. The system processes one sensor frame after another and does not use the full map representations for most of the calculations. Only depth information is currently used. We carefully choose algorithms to achieve on-the-fly processing and keep the computational complexity of the system low since processing of sensor frames during robot movement is essential for a tele-operated robot.

3.1 System Architecture

The system architecture is shown in Fig. 1. The first step is point cloud registration. We use a variant called frustum ICP for alignment. ICP is applied on a downsampled sensor frame to reduce computation time. Also, not every sensor frame is processed but only key frames. The output of the registration component is a point map and an aligned key frame. In the feature extraction step, planes are extracted from each key frame in an iterative way in order to find all planes in the current point cloud. Concave hulls of the planes are passed to the geometric aggregation module. The hull polygons are clipped and merged into the geometric map. Finally, merged polygons are adjusted in pose w.r.t. the input polygons.
3.2 Registration

Due to the narrow field of view of the camera sensors and the uncertainty of both camera data and robot position, registration of point clouds is inevitable. We rely on the ICP algorithm which is widely used for registration in robotics. However, to bound computational effort in long-term operation, we use the frustum ICP variant [16] that considers the current field of view of the sensor.

First, we select key frames according to the robot movement. This means that we only allow a new point cloud for registration if the robot moved to a certain extent since the last registration event. Each key frame is downsampled using a voxel filter and aligned to the existing point map. However, not the full map is used but only the part being in the current field of view of the sensor. The field of view is modeled as a frustum as described in [10] and for each point in the map an inside-outside test is performed using the normal vectors of the frustum planes. Once the final transformation is found, the original full resolution point cloud is transformed and passed to the feature extraction. Using key frames, we decrease the chance of mis-alignments that might occur if the robot is moved to fast by a human. Also, we evaluate the fitness score of the registration and reject a frame it is not high enough. In this case, we try aligning the next frame.

3.3 Feature Extraction

The next processing step is feature extraction. As features we consider basic geometric shapes like planes, lines or cylinders. In this paper, we use RANSAC to extract planes from each key frame.

The plane extraction is done in an incremental manner. First, Euclidean clustering is used to determine connected regions of the point cloud. In a second step, we try to fit planes to each cluster using RANSAC. If the plane found has at least a minimum
number of inliers, it is considered for further processing, removed from the cluster and
the fitting step is repeated. We do this as long as no new plane can be fitted or the cluster
size falls below a user defined threshold.

It is also possible to set constraints in order to specify what kind of planes should be
extracted. For example, if only horizontal planes are of interest for the geometric map,
we only consider planes as valid if their normal vector is approximately parallel to the
z axis.

In order to describe the extracted planes we use both the plane coefficients of the
cartesian form and a concave hull. First, the inliers of the plane are extracted from the
cluster and projected on the plane. For a point \( p \) the distance \( \delta \) to a plane

\[
pl : n \cdot (x - a) = 0
\]  

is defined as

\[
\delta = n \cdot (p - a).
\]

The projection of \( p \) on the plane follows as

\[
p_{pr} = p - \delta n.
\]

Second, a concave hull of the projected inliers is constructed using alpha shapes. The
hull points are sorted so that it is possible to create a polygon. Afterwards, both the
hull polygon and the plane coefficients are passed to the geometric map for further
processing.

3.4 Aggregation of Geometric Map

As the same scene is observed multiple times from different points of view, many of the
extracted planes represent the same objects in the environment and therefore overlap.
The goal during aggregation of the geometric map is to merge all planes that describe the
same plane in the environment. To achieve this, we use 2-D polygon clipping algorithms.

As polygon clipping is a common task in computer graphics, there are many ap-
proaches in literature. However, all of them only work for 2-D polygons. Thus, we
have to transform polygons into a common coordinate system if we want to clip them.
First, we define a similarity measure for the planes in order to determine candidates for
merging. For two planes \( p_1 \) and \( p_2 \) with

\[
p_i : a_ix + b_iy + c_iz + d_i = 0, \quad i = 1, 2
\]  

the normal vector is

\[
n_i = \begin{pmatrix} a_i \\ b_i \\ c_i \end{pmatrix}
\]

The similarity measure is defined as

\[
\|n_1 \cdot n_2\| > t_1 \\
d_1 - d_2 < t_2
\]
if the normal vectors of the two planes point in the same direction. If not, one of the normal vectors has to be flipped. The conditions (6) limit the maximum angle and distance deviation. The parameters $t_1$ and $t_2$ are user defined and depend on the desired granularity of merging. If the two planes meet the similarity condition, they are transformed into a common coordinate system. We now consider to be $p_1$ the plane already residing in the map, whereas $p_2$ is a new plane coming from extraction. The weight $\delta$ is introduced for each plane in the map. It is increased after every successful merge to account for the fact that the confidence in this feature increases over time.

The clipping coordinate system of $p_1$ and $p_2$ is defined as follows: As the coefficients of the merge candidates are similar but not identical we define a virtual average plane $p_3$:

$$p_3 : \frac{(\delta a_1 + a_2)x + (\delta b_1 + b_2)y + (\delta c_1 + c_2)z + (\delta d_1 + d_2)}{\sqrt{(\delta a_1 + a_2)^2 + (\delta b_1 + b_2)^2 + (\delta c_1 + c_2)^2}} = 0 \quad (7)$$

The weighting factor $\delta$ yields a stronger influence of planes that have been merged multiple times before. Thus, the robustness against outlier planes is increased, e.g. if registration is not accurate or plane extraction fails.

The coordinate frame for this plane is defined so that $n_3$ from (5) represents the $z$-axis $z_3$. The $x$-axis $x_3$ and $y$-axis $y_3$ can be chosen freely, they only have to be located on $p_3$ and form a right-hand coordinate system with $z_3$. The origin of coordinate system is calculated by

$$x_o = y_o = z_o = \frac{-(d_1 + d_2)}{n_{3,x} + n_{3,y} + n_{3,z}} \quad (8)$$

which solves the plane equation. The transformation from the world coordinate frame to the $p_3$ frame can be derived in two steps. First, the rotation matrix is set to

$$R = \begin{pmatrix} x_{3,x} & x_{3,y} & x_{3,z} \\ y_{3,x} & y_{3,y} & y_{3,z} \\ z_{3,x} & z_{3,y} & z_{3,z} \end{pmatrix} \quad (9)$$

using the axes of the $p_3$ frame. Second, the translation is found by

$$t = R \begin{pmatrix} x_o \\ y_o \\ z_o \end{pmatrix} \quad (10)$$

The full transformation follows from (9) and (10) as

$$T_{w2p} = \begin{pmatrix} R \\ t \end{pmatrix} \begin{pmatrix} 0 & 1 \end{pmatrix} \quad (11)$$

Now, all the points $pt_w$ of $p_1$ and $p_2$ can be transformed to the common $p_3$ coordinate frame by
\[ pt_p = T_{w2p}pt_w \] (12)

For the 2-D polygon clipping, we are only interested in the x and y coordinates of the points. We therefore project the transformed points on \( p_3 \) using (3). The projection error is usually small since we only try to merge similar planes and can be ignored.

For clipping, we use the algorithm by Vatti [15]. This method is capable of clipping convex and concave polygons. Also, polygons with holes or self-intersecting polygons can be processed. It uses a generic approach to clip polygons of all kinds: The polygons are parsed in a scan line fashion. While doing this, the edges of the two polygons are marked as left or right bound of the new polygon and also as contributing or not contributing to the new polygon, depending on the occurrence of local minima or maxima. If a left and right bound intersection occurs, edge classification schemes are used to construct the merged polygon.

The algorithm can create both the union or the intersection of polygons. We use this to first check, whether two candidates intersect. If this is the case, the union of the two polygons is calculated and returned as the merged polygon. If the polygons do not intersect, merging is rejected. After merging, the points of the merged plane are finally transformed to the world coordinate system using \( T_{w2p}^{-1} \) and \( p_1 \) is replaced by \( p_3 \) in the map. Use of the virtual plane \( p_3 \) leads to an adjustment of the plane pose in the map over time. Hence, the pose of inaccurate planes can be improved over multiple merging steps.

## 4 Evaluation

In order to proof the functionality of our mapping concept, we do a performance evaluation both on simulated and real data. As test environment we choose the kitchen in our robot lab. The focus of the evaluation is on the geometric mapping part. The registration was already evaluated in [10].

### 4.1 Setup

As robot, Care-O-bot® 3 (Fig. 3a) is used [17]. It is equipped with a Kinect RGB-D camera on an agile head. Laser range finder based localization is used to provide an estimate for the robot pose. The robot is moved back and forth in front of the kitchen. Both the base and the neck are used to move the camera manually by a human user. This means, the motions of the robot are not planned in advance.

From the simulation, we obtained two datasets, the first of them was recorded while moving the robot in front of the empty kitchen. For the generation of the simulated data, we used the gazebo simulator. It performs ray casting in a virtual environment to simulate a 3-D camera. In order to evaluate robustness, we added Gaussian noise at different magnitude. Set \( \text{sim}_{\text{nproj}} \) is without noise whereas \( \text{sim}_{\text{n005}} \) and \( \text{sim}_{\text{n02}} \) have added noise with a standard deviation of 0.005m and 0.02m respectively. In the second dataset \( \text{sim}_{\text{nobj}} \) we added non-planar objects to the scene in order to make plane extraction more challenging.

---

With the real robot, two datasets were recorded, one similar to the simulated scene without objects \textit{real}_1 (see Fig. 2a) and one with two additional tables in front of the kitchen and non-planar objects added (see Fig. 2b), \textit{real}_2.

We evaluate the accuracy of the resulting geometric map and the level of plane reduction by merging. Also, we take a look at the mis-detection of planar surfaces if curved surfaces are present. For accuracy evaluation, we created a reference point map of the environment, based on manually measured data, see Fig. 3b. Seven ground truth planes were labeled by hand. The extracted planes are associated with and compared to the ground truth planes. We evaluate the deviation of the plane coefficients \( d_{\text{coeff}} \), the angle and distance error \( d_{\text{angle}} \) and \( d_{\text{dist}} \) based on the coefficients and the point-to-plane errors \( \text{RMS}_p \) of the hull points between associated planes. The parameters in (6) are set to \( t_1 = 0.95 \) and \( t_2 = 0.1 \).

### 4.2 Results

The simulated data is used to proof the concept of our mapping algorithm and to test the robustness against noise. The results shown in table II can be interpreted as follows: The coefficient, angle and distance deviation grows with increasing noise. This was expected as the planes cannot be fitted as accurate with higher noise than with lower. Also, the point map quality suffers from a higher noise level. However, the point RMS error does not grow as much as one could expect. This is because planes are only merged if they are similar enough. With increasing noise, the deviation between the planes gets higher what leads to less merged planes but also less point errors. The comparison between the empty scene and the one with objects shows that the non-planar surfaces do not disturb the plane extraction and therefore do not influence map quality. On the whole, the values proof a good map at all levels of noise.
Fig. 3. Mobile service robot Care-O-Bot® 3 (a) and ground truth of the kitchen used for evaluation (b)

Table 1. Accuracy of geometric map for simulated data

<table>
<thead>
<tr>
<th>set</th>
<th>$d_{coef}$</th>
<th>$d_{angle}$ (rad)</th>
<th>$d_{dist}$ (m)</th>
<th>$RMS_p$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$sim_{n0}$</td>
<td>0.0108</td>
<td>0.0067</td>
<td>0.0071</td>
<td>0.0054</td>
</tr>
<tr>
<td>$sim_{n005}$</td>
<td>0.0211</td>
<td>0.0057</td>
<td>0.0198</td>
<td>0.0246</td>
</tr>
<tr>
<td>$sim_{n02}$</td>
<td>0.1511</td>
<td>0.0580</td>
<td>0.1368</td>
<td>0.0211</td>
</tr>
<tr>
<td>$sim_{n0obj}$</td>
<td>0.0108</td>
<td>0.0056</td>
<td>0.0084</td>
<td>0.0048</td>
</tr>
</tbody>
</table>

Fig. 4. Point and geometric map from (a) simulation and (b) real data. Hull polygons of planes marked blue.
Fig. 5. Merging sequence

Fig. 4a shows the map for the case without noise. It can be seen that all planes are extracted correctly, that all planes belonging together are merged correctly and that the bounds of the planes correspond well with those of the point cloud. In Fig. 5 the merging sequence is shown. While the robot moves, the geometric map grows and so do the planes when additional parts come into view.

Fig. 6. Map size compared with number of extracted planes

Another interesting measure is the number of planes in the map compared with the number of incoming planes as it shows the power of the algorithm to reduce the number of multiply observed planes. Fig. 6 shows the number of planes over the number of key frames for the empty kitchen at 0 and 0.02 noise. It can be seen, that the number of planes in the map increases until all planes in the scene have been seen once and then
stays constant. The plane reduction ratio is 16.14. At a higher magnitude of noise, more planes are extracted and cannot be reduced to the minimum number of planes. Nevertheless, the plane reduction ratio is still at 7.0. For the real robot, the empty kitchen scene and one with added tables and objects are evaluated. In table 2 can be seen that the deviations of the real scene are at a similar magnitude than those from the simulated scene at a noise level of $sim_{02}$. The performance of the mapping is similar in both scenes, also in the one with additional tables and objects. Hence we can conclude that our algorithm works robustly even in cluttered environments.

Fig. 4b shows the map generated from set $real_2$. It can be seen that most of the planes are placed well. Also, the objects on the tables are not detected as planes. However, merging of the planes is not as perfect as with the simulated data and there is an observable deviation of the kitchen front plane. We will investigate this issue in the following.

### Table 2. Accuracy of geometric map for real data

<table>
<thead>
<tr>
<th>set</th>
<th>$d_{coeff}$</th>
<th>$d_{angle}$ (rad)</th>
<th>$d_{dist}$ (m)</th>
<th>$RMS_p$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$real_1$</td>
<td>0.1699</td>
<td>0.0692</td>
<td>0.1020</td>
<td>0.0421</td>
</tr>
<tr>
<td>$real_2$</td>
<td>0.1520</td>
<td>0.0658</td>
<td>0.1019</td>
<td>0.0317</td>
</tr>
</tbody>
</table>

The noise of the Kinect camera is comparable to the simulated scene but additionally, the Kinect shows distortion especially in regions that are further away or close to the border of the point cloud. This leads to decreased point map accuracy. The geometric map can never be more accurate than the point map as it uses aligned key frames as input. Thus, we take a closer look on the set $real_2$. Table 3 shows the RMS error per plane for the data set. The kitchen front has a significantly higher RMS error compared to the other planes. The explanation is that there is a relatively high distortion of the point cloud data as the plane is rather large. The other point is that the wall behind the kitchen is dominant when it comes to registration. Because of inaccurate range data, a good registration to the wall yields a poor registration of the kitchen front.

### Table 3. RMS point error per plane for data set $real_1$

<table>
<thead>
<tr>
<th>set</th>
<th>wall behind</th>
<th>floor</th>
<th>kit front</th>
<th>kit top</th>
<th>kit left</th>
<th>kit right</th>
</tr>
</thead>
<tbody>
<tr>
<td>$real_1$</td>
<td>0.0160</td>
<td>0.006</td>
<td>0.0783</td>
<td>0.0149</td>
<td>0.0191</td>
<td>0.0055</td>
</tr>
</tbody>
</table>

Timings were measured on simulated data while performing a 360° scan of the kitchen environment. The total sequence has a duration of 90 s. The evaluation was run on a PC with Intel Core i7 @2.80 GHz and 6 GB of RAM. The timings were obtained in 100 runs, each run registering 52 key frames and extracting 152 planes followed by merging. Table 4 shows the results for each processing step averaged per key frame. It shows, that plane extraction is the most demanding step, whereas the merging needs almost no time. The processing time for all steps is 0.194 s enabling the mapping system
Table 4. Computation time in s of the mapping per key frame.

<table>
<thead>
<tr>
<th></th>
<th>Registration</th>
<th>Plane extraction</th>
<th>Merging</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.027</td>
<td>0.165</td>
<td>0.002</td>
<td>0.194</td>
</tr>
</tbody>
</table>

to run at approximately 5 Hz. As only key frames are processed, the system can run at full Kinect frame rate and fast robot movement.

Finally, we take a look on the data reduction potential using the proposed method. For the dataset sim02, 17 key frames are registered which results in a total of 5222400 raw points. Having three 32 bit values per point, the complete size of the data handled is 62.7 MB. Downsampling after registration reduces the size of the point map to 49572 points or 595 kB. Eventually, the resulting geometry map consists of 535 Points plus 4 parameter values for each polygon. Thies yields a total size of 6.5 kB. The huge potential in data reduction becomes clear if we take a look on the relative numbers: From the raw data points to geometric represenatation, the amount of data is reduced to 0.01% of the original size. Table 5 shows the absolute and relative numbers for data reduction.

Table 5. Data reduction

<table>
<thead>
<tr>
<th>representation</th>
<th>raw data</th>
<th>point map</th>
<th>geometric map</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of points</td>
<td>5,222,400</td>
<td>49,572</td>
<td>535</td>
</tr>
<tr>
<td>amount of data (bytes)</td>
<td>62.7 MB</td>
<td>595 kB</td>
<td>6.5 kB</td>
</tr>
<tr>
<td>reduction to (%)</td>
<td>100</td>
<td>0.95</td>
<td>0.01</td>
</tr>
</tbody>
</table>

5 Conclusion

We presented a novel pipeline for geometric mapping with RGB-D data as input. The processing includes point cloud registration, extraction of planar surfaces, construction of concave hulls and aggregation of a geometric map. A 2-D polygon clipping algorithm is used to merge new features to the map.

We evaluated the performance of our mapping both in simulation and on real sensor data and showed that all relevant planes in the scenes were detected with sufficient accuracy. We also showed that the mapping is robust against noise.

For the future, several extensions and improvements are possible. For example, updating the map in a dynamic scene is an interesting and important topic. The current field of view could be used to replace both parts of the point and the geometric map if the environment changes. Another extension would be to use additional geometric shapes like lines or cylinders in order to describe non-planar parts of the environment. To achieve this, concurrent extraction of multiple feature types and an extended geometric map have to be created.
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Abstract. In many areas of experimental science ranging from robotics to psychophysical research, to evaluation of spatial sensor-data and surveying, model fitting is a ubiquitous subproblem. Often it is not the actual scientific goal but rather the “necessary evil” of calibrating the equipment. This tutorial introduces methodology and a library allowing to solve model fitting problems easily without requiring the user to have an in-depth understanding of this subject.

After a brief introduction to the theoretical background we guide the reader through using all main features of the SLoM C++ framework based on a stereo camera and inertial measurement unit (IMU) calibration example which is solved with less than 70 lines of non-problem specific code, and provide hints on applying SLoM to other classes of problems.

The reader is only assumed to have a working knowledge of C++ and a basic understanding of statistics and 3D geometry.

Keywords: Model Fitting, Tutorial, Least Squares, Optimization, Manifolds, Calibration, SLAM.

1 Least Squares Optimization in a Nutshell

Least squares optimization determines the most likely values of previously unknown (or only vaguely known) model parameters or variables from noisy measured data. For this to work, the measured data and the variables need to be linked in a way that can be expressed as a measurement function, a function that predicts the measured data given certain values of one or more variables. The error of the predicted data vs. the actually measured data can be used to adjust the variables to minimize the error. If this is done for all variables and all measurements simultaneously this optimization process yields a maximum likelihood solution, i.e., a variable assignment that is most plausible given the measured data as it minimizes the overall error.

As a concrete example, suppose we want to calibrate a digital camera. The variables to be determined are its intrinsic parameters, i.e., a set of numbers

* Corresponding author.
describing its optics, e.g., the focal length. The measurement data consists of pixel coordinates of some markers detected in an image. The marker positions in the world are known. Then, the measurement function is simply a pinhole camera model which calculates at which pixel coordinates in the image each marker should be seen assuming the camera has certain intrinsic parameters and is located at a certain position and orientation (collectively called pose and serving as an auxiliary variable in this example). Now, to determine the maximum likelihood parameters all we need to do is plug an initial guess of all variables, the measurement function and measurement data obtained from different viewpoints into a least squares solver.

In mathematical terms, the above can be captured in a concise but self-contained form (previously presented in [21]) as follows. The model parameters (including auxiliary ones) that we want to fit to the measured data are the random variables \( x_1, \ldots, x_n \). Each of the measurements \( M_1, \ldots, M_m \) can be represented as a tuple \( M_i = (z_i, \Sigma_i, f_i, Y_i) = \{ x_j | \text{dep}(z_i, x_j) \} \).

The two most important bits here are \( z_i \), the actually measured datum, and \( f_i \), the so-called measurement function, which returns the expected datum \( \hat{z}_i \), i.e., the datum we would expect to measure assuming a set of dependent variables \( Y_i \) have certain values. Comparing the two yields the error function to be minimized.

The covariance \( \Sigma_i \) describes the uncertainty of the measurement since, as noted above, the measured data is noisy. More specifically, the measurement errors are assumed to adhere to a normal distribution with mean 0 and covariance \( \Sigma_i \), i.e.,

\[
 f_i(Y_i) \square z_i \sim \mathcal{N}(0, \Sigma_i) .
\]

You will probably wonder what the curious \( \square \) is all about and we will get to that later in the tutorial. For now, it will suffice to think of it as the same as a regular vector subtraction.

So far, we have only looked at individual measurements. We can now form the combined problem as follows. We stack all random variables \( x_i \) into the vector \( X \) and all individual error functions \( f_i(Y_i) \square z_i \) into the “big” combined error function \( F \)

\[
 X = \begin{bmatrix} x_1 \\ \vdots \\ x_n \end{bmatrix} \quad F(X) = \begin{bmatrix} f_1(Y_1) \square z_1 \\ \vdots \\ f_m(Y_m) \square z_m \end{bmatrix},
\]

so that we can state the combined least squares problem as

\[
 \hat{X} = \arg \min_X \frac{1}{2} \| F(X) \|_\Sigma^2 .
\]

The curious \( \Sigma \) in (4) denotes the normalization of all measurement errors according to their respective covariance, i.e., uncertainty. One can think of this as a weighting of the errors depending on the measurement precision. The take-home message here, however, is that in (4) we have brought a wide range of problems into a form that a least squares optimizer will understand, i.e., if we can describe
Fig. 1. Results from camera calibration. The left image shows checkerboard corners projected into the image using the estimated parameters. The estimated poses of the cameras w.r.t. the checkerboard are illustrated on the right. Note that for better presentation only the left cameras are displayed. Images are taken from [21].

There is a well-understood black box algorithm that solves it for us. The only other things we need to worry about are that all variables must be observable, i.e., changes of variables always lead to changes in at least one predicted measurement, and that we provide sufficient measurement data to constrain the variables to a unique solution.

Fortunately, the above abstraction can be nicely implemented as a software library interface and we will see this in action in the next section.

2 Tutorial

This section will show how to solve model fitting problems using the Sparse Least squares on Manifolds (SLoM) C++-framework. We give actual C++ code, first to be concrete and second because most practical problems are conceptually simple and with SLoM this simplicity carries over to the actual code. SLoM is available as a sub-project of the Manifold ToolKit (MTK) from http://openslam.org/MTK.html. MTK uses the Eigen matrix library [9], allowing to write textbook-style matrix expressions. As for the term manifold, for now it will suffice to say that it refers to certain properties all variables have in MTK/SLoM. We will get back to this in §4.

We use the calibration of a stereo camera system with an inertial measurement unit (IMU) as a worked example. The calibration determines all parameters needed to interpret images and inertial measurements spatially. This example is manageable, it is a self-contained realistic application, and shows the main features of SLoM. In particular, such calibration problems tend to have a heterogeneous structure where the SLoM library helps most to avoid complex bookkeeping in the code. The program and an example data set are available from our website http://www.informatik.uni-bremen.de/agebv/en/pub/hertzbergsc12. In §3 we discuss the extension to other problems.

Camera calibration involves variables shared by all measurements, e.g., the intrinsic camera parameters which are the same across all calibration images.
assuming the camera hardware (its optics in particular) remains the same, and variables that are specific to individual (sets of) measurements, e.g., each calibration image was taken from a different camera pose. Depending on the calibration setup an arbitrary number of measurements can be involved. In this example, the measurements are the coordinates of the checkerboard corners detected in the image (Fig. 1) as well the gravity vector observed by the IMU. The checkerboard geometry is known, so the detected checkerboard corners determine all variables involving the camera, i.e., the intrinsic parameters (optics) and each camera pose. Also, the checkerboard is placed such that it is leveled horizontally, so the cameras observe the direction of up and down from the image whereas the IMU observes it from gravity. Several of these pairs determine the orientation of the IMU relative to the cameras.

We will show how to define variables and measurements, then how to initialize and start the optimization process using the SLoM framework.

2.1 Defining Variables

First of all, the variables which are to be optimized have to be defined. There are some shared variables such as the parameters describing the camera optics, the transformation between left and right camera as well as the 3D orientation between the IMU and the cameras. Another internal parameter is the accelerometer bias of the IMU, which we will assume stays constant during the measurements. Furthermore, we need to estimate the amount of gravity (which is different in different geographical locations).

3D orientations are parameterized by the rotation group $SO(3)$, transformations and poses by the Euclidean group $SE(3)$, both of which are readily implemented by MTK. We declare some typedefs for convenience:

```cpp
1 typedef MTK::vect<2> vec2; // 2D vector
2 typedef MTK::vect<3> vec3; // 3D vector
3 typedef MTK::SO3<> SO3; // 3D Orientation
4 typedef MTK::trafo<SO3> SE3; // 3D Transform
5 typedef MTK::Scalar<> Scalar; // Scalar variable
6 typedef MTK::vect<9> CamIntrinsics; // Camera intrinsics
```

The camera intrinsics consist of a number of scalar values, such as the focal length and lens distortion parameters. We will store them into a single vector (line 6). As `CamIntrinsics` is essentially a C++ class, we can inherit from it and add member functions implementing, e.g., the camera’s measurement model:

```cpp
7 struct Camera : public CamIntrinsics {
8     vec2 sensor2image(const vec3& point) const;
9 }
```

Next, we combine two `Cameras` and a transformation between them to a single variable defining a stereo camera:
Here the macro `MTK_BUILD_MANIFOLD` constructs a new compound manifold, named by the first macro parameter. The second parameter is a list containing the sub-components of the manifold. Each of these is given as a pair specifying the type and the name of the entry enclosed in double parentheses. The macro hides all necessities for SLoM to work with the new manifold.

Again, we could inherit from this class to implement the measurement model for the stereo camera. However, in this case we will do it outside this class later.

### 2.2 Defining Measurements

Our calibration process will involve two kinds of measurements. Visual measurements of both cameras and accelerometer measurements of the IMU.

As we combined the intrinsics of both cameras to a single variable, we do the same for the measurement. Thus each measurement will depend on a `StereoCamera` as well as an `SE3` describing the pose of the left camera. As measurement data it includes the known position of the checkerboard corner on the plate (considered world frame here) and the corner’s pixel coordinates in both camera images. The measurement is declared using the following macro:

```cpp
15  SLOM_BUILD_MEASUREMENT(StereoMeasurement, 4,
16     ((StereoCamera, cam))
17     ((SE3, left2world))
18     ,
19     ((vec3, cornerInWorld))
20     ((vec2, leftMeas))
21     ((vec2, rightMeas))
22 )
```

The first parameter is the name of the measurement, then follows its dimensionality (in this case 4 as we measure two 2D feature positions). The third parameter is a list of dependent variables, again in a double-parenthesized list of types and names, and fourth a list of extra user data which is treated by SLoM as arbitrary constant data that is made available to the measurement model (see below) but not otherwise looked at. Note that the dependent variables need to be manifolds, whereas the extra user data can be of arbitrary types.

Next, we implement the measurement model, i.e., a function that, in terms of (11), computes \( f_i(Y_i) \square z_i \). By line 23 SLoM automatically generates the necessary function header, requiring the result to be stored in a real-valued vector `ret` of the dimension passed as the second parameter to `SLOM_BUILD_MEASUREMENT` above. It can easily be assigned using the `=` operator or Eigen’s comma initializer as is done here.

```cpp
23  SLOM_IMPLEMENT_MEASUREMENT(StereoMeasurement, ret){
24     vec3 cornerInLeft = left2world->inverse() * cornerInWorld;
25     vec3 cornerInRight = cam->left2right * cornerInLeft;
26     ret << cam->left.sensor2image(cornerInLeft) - leftMeas,
27        cam->right.sensor2image(cornerInRight) - rightMeas;
28 }
```

In the implementation of the measurements, variables and user data members can be accessed by name. Variables need to be dereferenced by the `*` or `->` operator. The measurement function transforms the checkerboard coordinates to
the left (line 24) and right (line 25) camera’s coordinate system, then applies the appropriate camera projections and subtracts the measured coordinates (lines 26 and 27).

Next, we define the gravitation measurement. This will depend on the accelerometer’s bias, the orientation of the accelerometer with respect to the left camera and the position of the left camera in the world. We also assume that we do not know the exact amount of gravitational acceleration, so we add another variable estimating $g$. Finally, we include the measured acceleration as data member.

```
29 SLOM_BUILD_MEASUREMENT( Gravity, 3,
30 ((vec3, acc_bias))
31 ((SE3, left2world))
32 ((SO3, left2imu))
33 ((Scalar, g))
34 ,
35 ((vec3, acc))
36 )
```

Implementing the measurement requires transforming the local measurement to world coordinates and subtracting the expected gravity:

```
37 SLOM_IMPLEMENT_MEASUREMENT( Gravity, ret){
38 vec3 acc_world = *left2world * left2imu->inverse() * (acc - *acc_bias);
39 ret = (acc_world - *g * vec3::UnitZ());
40 }
```

### 2.3 Insertion of Variables and Measurements

Once all variables and measurements have been defined, we can collect data and insert it into an **Estimator**. For brevity, we omit the process of obtaining the data and finding initial guesses for the camera poses. The templated **VarID** class is a handle to the actual variable, required to declare measurements and needed to obtain their content after optimization.

```
41 Estimator est; // Estimator, responsible for data management &
42 optimization
43 std::vector<vec3> calib_points; // Known calibration point positions
44 // Variables shared by multiple measurements:
45 VarID<StereoCamera> cam = est.insertRV(StereoCamera());
46 VarID<SO3> left2imu = est.insertRV(SO3());
47 VarID<vec3> acc_bias = est.insertRV(vec3());
48 VarID<scalar> grav = est.insertRV(scalar(9.81));
49 for(int i=0; i<num_images; ++i){
50 SE3 pose;
51 std::vector<std::pair<vec2, vec2> > point_measurements;
52 // collect image points, get an initial guess for the left camera pose
53 /* LEFT OUT FOR BREVITY */
54 // left2world is only local, since we do not need its optimized value
55 VarID<SE3> left2world = est.insertRV(pose);
56 for(int j=0; j<num_points; ++j){
57 est.insertMeasurement(StereoMeasurement(cam, left2world,
58 calib_points[j],
59 point_measurements[j].first, point_measurements[j].second));
60 }
61 vec3 acc; // insert gravitation measurement:
```
double acc_sigma = 1e-3;
est.insertMeasurement(Gravity(acc_bias, left2world, left2imu, grav, acc),
SLOM::StandardDeviation(acc_sigma));
}

When inserting measurement, the last parameter (line 66) describes the uncertainty of the measurement. One can choose from multiple ways to represent uncertainty: either as the covariance (SLOM::Covariance), as the standard deviation (SLOM::StandardDeviation), as the information matrix, i.e., the inverse of the covariance (SLOM::InvCovariance) or as the inverse of the standard deviation (SLOM::InvStandardDeviation). Each method accepts either a single scalar (as in the example) or a vector describing a diagonal matrix. Covariances can also be passed as full (symmetric) matrix and standard deviations as lower triangular matrix, being the Cholesky factor of the covariance. If the uncertainty parameter is omitted, SLoM assumes the measurement has unit covariance (line 61).

2.4 Optimization and Obtaining the Results

Now that we have inserted all measurements, we can call the optimize function of the Estimator and read out the optimized values by dereferencing the VarID of each variable using the * or -> operator. Note that MTK manifolds overload the streaming operators, so one can easily stream the result into files or to the console.

for(int i=0; i<100; ++i){
est.optimizeStep();
}

std::cout << "Camera intrinsics " << *cam << "\nleft2imu " << *left2imu
<< "\nGravity " << *grav << "\nAccelerometer Bias " << *acc_bias << "\n";

3 Applying SLoM to Your Own Optimization Problems

Basic data types describing vectors, orientations and transformations are readily implemented. Therefore, SLoM requires no definition of custom manifolds to solve problems such as pose relation and landmark based simultaneous localization and mapping (SLAM). Furthermore, it is easy to combine multiple basic manifolds to combined variables using the MTK_BUILD_MANIFOLD macro, which covers more complex problems such as multi-camera bundle adjustment or humanoid robot calibration [21].

With all variables defined, applying SLoM to arbitrary optimization problems boils down to defining custom measurement functions. As shown in the tutorial (e.g., lines 15 to 28) this only requires listing the involved variables and required measurement data, and to implement the actual measurement function.

However, domain knowledge is crucial, i.e., you will first want to understand your problem very well and then expose as much of its structure to SLoM as possible. Usually, this means that whenever possible you want to operate on raw
measured data. E.g., if you work with visual markers detected by a camera you want to pass each raw pixel coordinate to SLoM without any pre-processing. It is the job of the measurement function to predict these raw coordinates using a model that is as accurate as possible, i.e., if you intend to correct for radial distortion, you will want to add this as a parameter to the model and take it into account in the measurement function. You do not want to adjust the measured pixel coordinates by pre-processing. Similarly, you should always pass each individual raw measurement to SLoM – do not combine several measurements into one datum, i.e., use individual pixel coordinates as opposed to a some sort of score value you have pre-computed for an entire image.

Afterwards, acquiring the data for measurements is usually more laborious than feeding the data into SLoM and running the optimizer. The user does not need to care about the tedious task of data management – each variable is identified by a type-safe VarID, used to initialize measurements and to access the optimized data.

Most calibration problems require an initial guess not too far from the optimum, which if no explicit (approximating) formula exists must be obtained by measuring by hand or preferably re-using a previous calibration.

Also, especially in calibration problems, care has to be taken that the overall problem does not degenerate. This can happen if too few measurements are acquired or if the system contains unapparent gauge freedoms, i.e., non-determined degrees of freedom, such as a non-determined “free floating” start pose in SLAM. In this case one calls the problem rank-deficient and the standard solver will abort immediately. Another hint for a degenerating problem is if the residual sum of squares (i.e., $\|F(X)\|_2^2$ from (4)) keeps growing during the optimization process. This can be observed by looking at the results of est.getRSS() after each call to optimizeStep().

Besides adding more measurements which constrain the variables better, a possible solution is to fix some variables, e.g.,

```c++
VarID<vec3> bias = est.insertRV(bias, false); // do not optimize bias
```

then use bias as shown in the tutorial and optionally, after optimization “un-fix” it by

```c++
est.optimizeRV(bias, true); // "un-fix" bias
est.optimizeStep(); // call optimizer again
```

Another solution is to use a more robust optimization algorithm such as Levenberg-Marquardt [15] instead of the default Gauss-Newton:

```c++
est.changeAlgorithm(new SLOM::LevenbergMarquardt());
```

If for certain variables, there is no measurement depending on it, i.e., the variable is not observable, SLoM automatically raises a warning. This will also make the standard solver fail immediately. Again, this can be circumvented by adding measurements depending on this variable or by fixing this variable (see above).

By alternately inserting variables/measurements and running the optimizer, SLoM is capable to perform online model fitting. In [16], we showed that using this approach it is possible to run full bundle adjustment online for a certain
time. However, with increasing number of variables and measurements, the optimization time increases as well thus losing real-time capability, eventually. SLoM allows to fix variables and remove measurements (e.g., following a sliding window approach) to reduce the computation time by reducing the problem size – at the cost of a less optimal result.

4 What’s with Those Manifolds?

Although surprising at first, you have already seen the most important property of manifolds – you have hardly taken notice of them at all. This is because we apply a little trick: Locally, a manifold behaves much like an $\mathbb{R}^n$ vector while globally its (topological) structure can be more complex. We can define two encapsulation operators $\boxplus$ (“boxplus”) and $\boxminus$ (“boxminus”) for a manifold $S$:

$$\begin{align*}
\boxplus : S \times \mathbb{R}^n &\rightarrow S, \\
\boxminus : S \times S &\rightarrow \mathbb{R}^n.
\end{align*}$$

Here, $\boxplus$ adds a small perturbation vector to a manifold variable, while $\boxminus$ is its inverse, calculating the difference between two manifold variables (This is the same $\boxminus$ we left unexplained in §1). If the perturbations are small, the manifold suddenly looks like $\mathbb{R}^n$ if you use $\boxplus/\boxminus$ instead of the familiar vector $+/−$.

Why does this matter? In its original form, least squares optimization only works with $\mathbb{R}^n$ variables. However, if we want to deal with real-world spatial data this is insufficient since, most notably, there is no singularity-free representation of 3D orientations with just three parameters – there are always some orientations where a small change in orientation requires a very large change in the representation. Overparameterized (e.g., $\mathbb{R}^4$) representations are not a solution either since the optimizer would try to make use of the extra degrees of freedom which do not actually exist.

We overcome this dilemma by having the least squares optimizer only operate on the local vectorized view established by the $\boxplus$ and $\boxminus$ operators. It does not know about the global structure and still does the right thing as we show in [11] which also gives mathematical details, proofs and experiments.

Although the interested reader is encouraged to read the referenced paper, this is not absolutely necessary even though the above only provides a vague idea of manifolds, $\boxplus$ and $\boxminus$. This is due to another trick: It happens that the Cartesian product of two (and by induction arbitrarily many) manifolds yields another, compound manifold. More importantly, the $\boxplus/\boxminus$ operators of that compound manifold are simply the operators of its components (or sub-manifolds) applied component-wise. This allows MTK_BUILD_MANIFOLD to generate compound manifold classes automatically for you if you have implementations of the sub-manifolds. Luckily, MTK comes with implementations of all practically relevant manifold primitives: vectors ($\mathbb{R}^n$), 2D orientations ($SO(2)$), 3D orientations ($SO(3)$) and the (less commonly used) unit sphere ($S^2$). Thus, based on these, you can build virtually all specialized manifolds you will need without an in-depth understanding of manifolds, $\boxplus$ and $\boxminus$. 
5 Related Work

Least squares optimization for model fitting goes back to Gauss [5]. Thus, we will focus on key ideas and readily available tools/libraries here.

The intuition that lead to the use of manifolds in the SLAM community goes back to Triggs et al. [19] p. 6–7 who suggested handling non-vector space states such as orientations by using a global over-representation \( R \) with local perturbations \( \delta R \) using a minimal parameterization. The first to explicitly use manifold properties were Ude [20] for least squares optimization and Kraft [13] for Kalman filtering. The extension to arbitrary manifolds and the de-coupling of the optimizer implementation from the variable representation was done in earlier work by the authors [11].

5.1 Problem Specific Frameworks

There are many tools and libraries for specific problems such as camera calibration [2,4,18], bundle adjustment [16] or pose adjustment [17,8,7,6]. They have in common that they are specialized to a specific task and are not easily extensible to more complex problems such as when the sensor setup is non-standard, sensors are added or measurements need to be combined differently.

5.2 Generic Frameworks

Other than SLoM, to our knowledge, there are currently three C++-frameworks aimed at solving arbitrary optimization problems. Namely \( g^2o \) [14], optimized for fast batch optimization and iSAM [12], focusing on online or incremental optimization problems and the very recently released Ceres solver [3].

While \( g^2o \) is slightly faster than SLoM, as it exploits the structure of the problem better, iSAM turned out to be slower than SLoM in a recent contest. Very preliminary tests – re-implementing the examples of Ceres using SLoM – showed that Ceres is about as fast as SLoM. Be aware though that, especially for incremental/online optimization, a fair comparison of computation times is difficult, e.g., due to the fact that there is always a trade-off between precision and computation time. However, a more thorough comparison is beyond the scope of this paper.

When handling manifolds, \( g^2o \) adapts a similar concept as SLoM, whereas iSAM directly maps its variables to vector spaces, thus causing problems when singularities occur. Ceres adds the concept of “local parameterization” which essentially does the same as SLoM’s \( \oplus \) operator, however this is not bound to types but has to be handled individually when registering variables.

Both \( g^2o \) and iSAM provide basic variable-classes such as vectors, orientations and poses, as well as simple measurements, such as pose relations and basic landmark measurements. This makes them easy to adapt to SLAM problems.

requiring just these types of measurements. However, if new measurements need
to be defined or if variables shall be combined from sub-variables, the user has
to implement this from scratch, conforming the internal requirements of the
respective framework. As of now, Ceres entirely works on pointers to scalars but
provides some convenience functions for often required operations. This requires
the user to manually keep track of variable indices. Previous generations of our
calibration tools relied on similar techniques and this turned out to be a frequent
source of errors which ultimately led to the development of SLoM.

We believe that SLoM’s library support for constructing arbitrary compound
variable types (manifolds) from primitives and the fact that measurement func-
tions can be directly implemented as C++ functions are the key distinguishing
features of SLoM. We try to elaborate this by giving a brief comparison of the
different APIs in the appendix.

Beyond the realm of C++, the MTKM framework [21] ports the idea of the
SLoM to Matlab and is as such able to solve the same problems. MTKM avoids
some syntactic noise which the C++ implementation of SLoM requires. How-
ever, due to the poor performance of Matlab’s object orientated programming
extensions MTKM runs slower by orders of magnitude. We believe that MTKM
provides a valuable alternative to users more accustomed to Matlab and not
requiring real-time performance (or when working with smaller problem sizes).

6 Conclusions and Future Work

We showed that using SLoM it is possible to solve calibration problems, requir-
ing only basic knowledge of statistics and 3D geometry. Using the same approach
most model fitting problems arising in practice can be optimized. By using the
\( \oplus/\ominus \) operators SLoM can solve optimization problems involving manifolds with-
out the user needing to bother about their internal structure.

In future work, we intend to simplify the way measurements are defined even
more. Using C++11 features, most importantly variadic templates [1,§14.5.3], it
will be possible to define measurements by only defining the actual measurement
function:

```cpp
VectorNd measurement(const Var1& v1, const Var2& v2, const Dat1& d1) {
    // do some calculations using v1, v2, ...
    return VectorNd(...);
}
```

and register them to the `Estimator` as such:

```cpp
VarID<Var1> v1 = est.registerRV(Var1()); // register variables
VarID<Var2> v2 = est.registerRV(Var2()); // ...
est.registerMeasurement(measurement, v1, v2, Dat1(...));
```

Furthermore, there is a proof-of-concept implementation allowing the user to
easily supply symbolical derivations. By providing derivations of basic functions
this will become almost as simple as implementing the actual measurement.
Finally, there is on-going research improving SLoM’s performance, especially its
speed doing online optimization.
Appendix: API-Comparison of SLoM with iSAM and g\textsuperscript{2}o

We will give a short comparison of the user interfaces of SLoM vs. iSAM and g\textsuperscript{2}o. We compare the code required to implement and initialize constraints between a 2D pose and a 2D landmark. We believe that for more complicated examples (such as the calibration example described in this tutorial) the differences will be the same or even more evident. For Ceres we did not find a readily implemented 2D SLAM example, from which we could excerpt code to make a fair comparison.

Note that the three libraries use different nomenclatures for the same concepts. What is called “variables” and “measurements” in SLoM is called “nodes” and “factors” in iSAM and “vertices” and “edges” in g\textsuperscript{2}o.

We start looking at the definition of measurements. Listing 1 shows how a factor is defined in iSAM. Compared to that Listing 5 does the same for SLoM, but avoids much boiler-plate code by the use of macros. In g\textsuperscript{2}o Listing 3 some initialization requirements are automatically done by the BaseBinaryEdge base class, but most of the initialization is done manually when inserting the edge Listing 4. In contrast, iSAM Listing 2 and SLoM Listing 6 essentially provide initialization in a single statement. Uncertainty information must be provided as inverse covariance in g\textsuperscript{2}o and inverse standard deviation (or “square root information matrix” as they call it) in iSAM. SLoM is more flexible at this point and even allows to omit passing uncertainty information if the measurement already has unit-covariance. We give a more detailed discussion for each code fragment in its caption.

Listing 1. Defining a 2D landmark measurement in iSAM. Notice line 9 requires manually registering nodes to the factor, and lines 12 and 13 require manually converting the generic nodes to the respective types. The implementation of the actual measurement function starts at line 14. Code excerpted from https://svn.csail.mit.edu/isam/include/isam/slam2d.h, LGPL v2.1.

```cpp
1 class Pose2d_Point2d_Factor : public FactorT<Point2d> {
2     Pose2d_Node* _pose;
3     Point2d_Node* _point;
4 public:
5     Pose2d_Point2d_Factor(Pose2d_Node* pose, Point2d_Node* point,
6         const Point2d& measure, const Noise& noise)
7         : FactorT<Point2d>("Pose2d_Point2d_Factor", 2, noise, measure),
8         _pose(pose), _point(point) {
9         _nodes.resize(2); _nodes[0] = pose; _nodes[1] = point;
10     }
11     Eigen::VectorXd basic_error(Selector s = LINPOINT) const {
12         Pose2d po(_nodes[0])->vector(s);
13         Point2d pt(_nodes[1])->vector(s);
14         Point2d p = po.transform_to(pt);
15         Eigen::VectorXd predicted = p.vector();
16         return (predicted - _measure.vector());
17     };
```
Listing 2. Insert a 2D landmark observation using iSAM. Uncertainty information is passed as square root information matrix $\text{noise}_2$. Code excerpted from https://svn.csail.mit.edu/isam/examples/example.cpp LGPL v2.1.

```cpp
Pose2d_Point2d_Factor* measurement = new Pose2d_Point2d_Factor(pose_nodes[1], new_point_node, measure, noise2);
slam.add_factor(measurement);
```

Listing 3. Defining a 2D landmark measurement in g2o (excerpt from tutorial code https://svn.openslam.org/data/svn/g2o/trunk/g2o/examples/tutorial_slam2d/edge_se2_pointxy.h LGPL v3). The BaseBinaryEdge class implements most boiler-plate code required for implementing binary edges (i.e., between two vertices). Still lines 8 and 9 require manually converting the generic vertices to the respective types. Only the last line defines the actual measurement function.

```cpp
class EdgeSE2PointXY : public BaseBinaryEdge<2, Vector2d, VertexSE2, VertexPointXY>
{
    public:
        EdgeSE2PointXY() : BaseBinaryEdge<2, Vector2d, VertexSE2, VertexPointXY>()
        {
        }
        void computeError()
        {
            const VertexSE2* v1 = static_cast<const VertexSE2*>(_vertices[0]);
            const VertexPointXY* l2 = static_cast<const VertexPointXY*>(_vertices[1]);
            _error = (v1->estimate().inverse() * l2->estimate()) - _measurement;
        }
};
```

Listing 4. Insert a 2D landmark observation using g2o. Note that `optimizer.vertex()` does not do type checking, therefore possible errors are detected only at runtime. The setMeasurement function is typesafe, however it allows to pass only a single observation object, thus more complex observations need to be combined manually. Code excerpted from https://svn.openslam.org/data/svn/g2o/trunk/g2o/examples/tutorial_slam2d/tutorial_slam2d.cpp LGPL v3.

```cpp
EdgeSE2PointXY* landmarkObservation = new EdgeSE2PointXY;
landmarkObservation->vertices()[0] = optimizer.vertex(p->id);
landmarkObservation->vertices()[1] = optimizer.vertex(l->id);
landmarkObservation->setMeasurement(observation);
landmarkObservation->setInverseMeasurement(-1.*observation);
landmarkObservation->setInformation(information);
optimizer.addEdge(landmarkObservation);
```

Listing 5. Declare and implement a 2D landmark observation using SLoM. Note that all variables can be referenced by name and are strongly typed.

```cpp
SLOM_BUILD_MEASUREMENT(LM_observation, 2, ((Pose, pose)) ((vec2, landmark )),
    ((vec2, coords ))
)
SLOM_IMPLEMENT_MEASUREMENT(LM_observation, ret) {
    ret = ( pose->inverse() * (*landmark) ) - coords;
}
```
Listing 6. Insert a 2D landmark observation using SLoM. The measurement is constructed by an auto-generated constructor. All arguments of the constructor are strongly typed, leading to compile-time errors if wrong types are passed. Passing covariance information is optional (by default unit-covariance is assumed).

```cpp
est.insertMeasurement(
    LM_observation( poseID, landmark[id], observation),
    SLOM::InvCovariance(information)
);
```
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Abstract. Optic flow displays are frequently used both in spatial cognition/psychology research and VR simulations to avoid the influence of recognizable landmarks. However, optic flow displays not only lead to frequent misperceptions of simulated turns, but also to drastic qualitative errors: When asked to point back to the origin of locomotion after viewing simulated 2-segment excursions in VR, between 40% (Riecke 2008) and 100% (Klatzky et al., 1998) of participants responded as if they failed to update and incorporate the visually simulated turns into their responses. To further investigate such "NonTurner" behaviour, the current study used a wider range of path geometries that allow for clearer disambiguation of underlying strategies and mental processes. 55% of participants showed clear qualitative pointing errors (left-right hemisphere errors), thus confirming the reliability of the effect and the difficulties in properly using optic flow even in high-quality VR displays. Results suggest that these qualitative errors are not caused by left-right mirrored responses, but are indeed based on a failure to properly incorporate visually presented turns into point-to-origin responses. While the majority of these qualitative errors could be attributed to NonTurner behaviour as previously proposed, we identified a novel, modified NonTurner strategy that could reconcile prior findings. Finally, results suggest that Turners (which properly incorporate visually presented turns) might use online updating of the homing direction, whereas NonTurners resort to more effortful and cognitively demanding offline strategies. Better understanding these strategies and underlying processes and how they depend on stimulus and display parameters can help to inform the design of more effective VR simulations.

1 Introduction

How do we remain oriented while navigating through our environment? For both rotations and translations, the directions and distances between ourselves and surrounding objects of interest constantly changes when we move. Nevertheless, we often manage to remain oriented with seemingly little conscious effort, at least for shorter travels (May and Klatzky, 2000; Presson and Montello, 1994; Rieser, 1989). Whenever unique and recognizable features (“landmarks”) are available, they provide a reliable means to remain oriented or recover orientation after disorientation. Hence, such landmark-recognition based navigation (or “piloting”) is widely used whenever suitable landmarks are available (for extensive reviews, see Gallistel, 1990; Golledge, 1999; Loomis et al., 1999).
Path integration is an alternative (and often complementary) approach for remaining oriented, and is based not on position-fixing, but on the continuous integration of velocity and acceleration information during travel (Loomis et al., 1999). Especially when landmarks are temporarily unavailable or unreliable (e.g., in fog or heavy snowfall, thick forest, or darkness), path integration plays a vital role and allows the navigator to remain oriented, at least for some time. For increasing time and distance of travel, however, path integration is prone to accumulating errors due to the integration process. Nevertheless, path integration can provide the basis for an automatic and robust continuous spatial updating mechanism that enables observers to remain oriented with little if any cognitive load or effort (Farrell and Robertson, 1998; Presson and Montello, 1994; Riecke, 2003; Rieser, 1989). It can thus serve as a reliable (as largely automated) backup mechanism should piloting ever fail. Moreover, path integration and spatial updating of our immediate environment can provide the scaffolding for learning landmarks and building up configural knowledge, even in animals as seemingly simple as desert ants (Müller and Wehner, 2010).

In order to disentangle the influences of piloting and path integration, the current study used an immersive, projection-based virtual reality setup. This enabled us to exclude all landmarks and focus solely on human visual path integration under full stimulus control and repeatability that is difficult to achieve in real-world settings. A typical and ecologically inspired experimental paradigm to study path integration in animals including humans is to require them to travel or point back to the origin of locomotion (“home”) after an actual or simulated excursion (for reviews, see Etienne and Jeffery, 2004; Loomis et al., 1999; Maurer and Séguinot, 1995). One of the simplest yet non-trivial homing task is “triangle completion”, where navigators are asked to return home after an excursion path consisting of a first straight segment $s_1$, a subsequent rotation by a given angle $\gamma$, and a final straight path segment $s_2$. Most animals including humans can perform such triangle completion fairly well as long as they are allowed to physically move, even in the absence of any landmark information (e.g., when blindfolded or when landmarks are removed). A similar experimental paradigm uses point-to-origin or turn-to-face-origin tasks at the end of the excursion instead of actual homing (Klatzky et al., 1998; Loomis et al., 1999). Although this does not allow for distance estimates, using pointing instead of locomotion to the origin allows for much shorter response times, as locomotion time is excluded as a potential confound. Experimentally, this enables us to more directly investigate different underlying mental processes and neural substrates, as the time for computing the homing response can be more tightly controlled, and participants do not have additional processing time during the return path (Gramann, 2012; Gramann et al., 2010; Riecke, 2008).

Path integration based on biomechanical and vestibular cues from blindfolded walking is generally believed to be sufficient for eliciting automatic spatial updating of self-to-surround relationships (Farrell and Robertson, 1998; Klatzky et al., 1998; Presson and Montello, 1994; Rieser, 1989). Can visual cues alone, in the absence of any supporting biomechanical or vestibular cues from physical motion, be sufficient to enable similar automatic spatial updating of our surrounding environment? Research suggests that providing a naturalistic, landmark-rich scene in immersive VR can indeed trigger spatial updating that is both automatic (in the sense that it occurs automatically
and online during simulated self-motion and requires little conscious effort, attention, or deliberate intention) and **obligatory** (in the sense that it is difficult to intentionally suppress or ignore) \cite{Riecke2007, Riecke2005b}. However, when landmarks were replaced by a simple optic flow stimulus, updating performance decreased and the stimulus could more easily be ignored \cite{Riecke2007}. Potentially related to this reduced availability of automatic spatial updating, participants in optic flow-based VR often seem to resort to offline strategies to solve the task at hand. For triangle completion or point-to-origin tasks, such offline strategies can include abstract geometric strategies, mental arithmetics, imagining top-down views or other configural strategies that rely on building up some kind of survey or configural representation of the travelled path and pointing targets \cite{Riecke2008, Riecke2002}. Usage of such offline strategies might contribute to the finding that homing or point-to-origin performance often correlates with general mental spatial abilities.

A particularly striking example of strategy switch and resulting qualitative errors has been reported in a seminal paper by \cite{Klatzky1998}, when they compared a variety of different locomotion conditions. Using a modified point-to-origin paradigm, participants were asked to physically turn to face the origin as if they had actually walked the 2-segment trajectory and were now at the end of it. While participants performed relatively accurately in a blind walking condition, they showed qualitatively different response patterns when they did not physically move but instead only watched someone else walk the 2-segment path, listened to a verbal description of the trajectory, or watched optic flow fields of the excursion path on a head-mounted display (HMD). That is, whenever participants did not move, they responded as if they did not update their cognitive heading during the turn, but instead responded as if they were at the end of the excursion pathway, but still facing their original orientation, as illustrated in Figure 1. In their study, optic flow presented on a HMD with a field of view (FOV) of $44^\circ \times 33^\circ$ was in general insufficient to elicit spatial updating that enables correct updating of simulated heading changes. Only when the visually simulated rotations were accompanied by matching physical rotations did participants properly incorporate the rotations into their point-to-origin response.

Later studies reported similar failures to properly update rotations that are only visually simulated via optic flow, although the percentage of such “NonTurners” never reached 100% but typically averaged around 50% \cite{Gramann2005, Gramann2011, Riecke2008}. To avoid such failures to update visually presented rotation in VR, several researchers have resorted to providing advance feedback training that allowed participants to correct their initial errors \cite{Gramann2005, Lawton1999, Mahmood2009, Riecke2002, Wiener2006}. But even with advance feedback training, optic flow-based point-to-origin tasks never seem to reach the ease, intuitiveness, and low cognitive load of blindfolded walking tasks, where failures to update rotations are virtually unknown \cite{Easton1995, Farrell1998, Klatzky1998, Loomis1999}. This might, at least in part, be related to the finding that biomechanical and vestibular cues from blind walking are sufficient to induce automatic and obligatory spatial updating of our immediate surroundings \cite{Farrell1998, Klatzky1998}, whereas optic flow-based visual cues (i.e., without landmarks) are typically not,
often resulting in increased response times and errors (Chance et al., 1998; Klatzky et al., 1998; Lawton and Morrin, 1999; Riecke, 2008; Riecke et al., 2007; Wiener and Mallot, 2006). In a way, this bears similarity to the well-documented difficulty in imagining perspective switches, where response times are fairly long and errors increase the more the to-be-imagined orientation differs from one’s physical orientation (Easton and Sholl, 1995; Farrell and Robertson, 1998; May, 1996; Presson and Montello, 1994; Rieser, 1989).

In summary, whenever online automatic spatial updating is induced by the available sensorimotor cues (e.g., from blind walking), participants can and typically do rely on this updating process to maintain orientation and a sense of the homing direction during the excursion path. In situations where the available stimuli are insufficient to elicit online automatic spatial updating (e.g., for verbal descriptions and most optic flow-based displays), however, participants often seem to resort to offline and/or cognitively more demanding strategies such as configural updating or mental arithmetic. On the one hand, this can lead to increased response times and perceived task difficulty. On the other hand, it can lead to qualitative errors such as the failures to properly incorporate self-rotations as discussed above (Gramann et al., 2005; Klatzky et al., 1998; Riecke, 2008).

The current study was designed to further investigate the phenomenon of left-right hemisphere errors such as the failure to incorporate heading changes as proposed by Klatzky et al. (1998). In particular, we used a much wider range of excursion path geometries than prior studies (Avraamides et al., 2004; Gramann et al., 2005, 2010; Klatzky et al., 1998; Riecke, 2008) to be able to disambiguate between different potential underlying strategies and processes. These potential underlying strategies are discussed below and illustrated in Figure 1 for one specific path geometry.

**Turner.** Among the four strategies discussed here, the Turner strategy is the only one that does not lead to systematic left-right hemisphere errors. Turner behavior is the default expected behavior if participants properly update the (real, simulated, or verbally instructed) orientation changes during the outbound path (see Figure 1 left). Note that systematic and random errors can, of course, still originate from misperceptions of the path geometry and in particular the turning angle, or other systematic or random sources of errors, e.g., during encoding, mental computation or updating of the homing direction, or execution of the pointing response (Fujita et al., 1990; Riecke et al., 2003).

**NonTurner.** Klatzky et al. (1998) were the first to describe the apparent failure of participants to update heading changes in situations where the rotations were not physically performed. That is, participants responded as if they were still facing their original orientation, as illustrated in Figure 1 right. Klatzky et al. (1998) were, however, careful in stating that “It is possible that subjects also have an imagined heading that is updated but does not govern their response” (p. 297). Indeed, a follow-up study by Avraamides et al. (2004) showed that participants responded correctly if a verbal response (e.g., “left, 120 degrees”) was used instead of the body-referenced response of physically turning to face the origin. The authors proposed that participants indeed successfully updated an imagined (or “cognitive”) heading in all conditions, but somehow did not use this imagined heading for the bodily pointing response. This might
be caused by a reference frame conflict between the updated imagined (or cognitive) heading and their physical (or “perceptual”) heading, as discussed in more detail in (Avraamides and Kelly, 2008; Avraamides et al., 2004; Gramann, 2012).

**Left-right inversion.** Although most of the prior data on left-right hemisphere errors could be explained by such failure to properly incorporate heading changes into point-to-origin responses, Riecke (2008) observed several cases of left-right hemisphere errors which could not be explained by simple failures to properly update and incorporate heading changes into the pointing responses. In their study, the second path segment $s_2$ was either of the same length or shorter than the first segment $s_1$, a fact that participants were aware of. These path layouts predict that NonTurners should always point into the rear (posterior) hemisphere, but never into the frontal (anterior) hemisphere. Five of the 17 participants showing consistent left-right hemisphere errors, however, did consistently point into the frontal (anterior) hemisphere for larger turning angles. This led Riecke (2008) to propose that these participants might not have failed to update their heading properly, but instead produced left-right mirrored responses (cf. Figure 1), potentially because they were “initially uncertain about the correct response, or somehow puzzled or distracted by the visual simulation, and initially picked the left-right mirrored response and then continued to do this, resulting in consistent left-right swap errors” (p. 169). In fact, for 2-segment paths where $s_1 = s_2$ (which is most commonly used in the literature), NonTurner and left-right inversion strategies produce identical predictions. Only for unequal segment length do the predictions differ, as illustrated in Figure 1 and 3. This motivated us to include conditions where $s_1$ and $s_2$ are vastly different to allow for clearer disambiguation between potential strategies underlying left-right hemisphere errors.

**NonTurner pointing to turning position $x_1$.** Finally, careful re-analysis of the five proposed left-right inverter cases in Riecke (2008) suggests an alternative possible strategy that could equally explain those data, but has not been previously described or discussed to the best of our knowledge. That is, we propose here that those participants might also be NonTurners, but instead of pointing to the origin of locomotion as instructed, they consistently pointed to the turning position $x_1$, as indicated in Figure 1 and 3. Although it is yet unclear why participants might use such a simplified NonTurner strategy, it can easily explain why the five proposed left-right inverter participants in Riecke (2008) pointed in the frontal (anterior) hemisphere for larger turning angles (see Figure 3 middle and bottom plots).

### 1.1 Goals, Research Questions, and Hypotheses

The current study extends our earlier work (Riecke, 2008) and was designed to investigate a series of research questions and hypotheses as described below. In particular, the study was designed to further our understanding of potential underlying factors and mechanisms leading to systematic left-right hemisphere errors in point-to-origin tasks that do not allow for physical turning.
Fig. 1. **Left:** Top-down schematic illustration of predicted pointing responses for the different potential underlying strategies. **Right:** Illustration of NonTurner pointing strategy that does not incorporate the heading change into their pointing response, such that they act as if still facing the original orientation they had at the start position $x_0$.

**Occurrence of left-right hemisphere errors.** Similar to earlier studies using optic-flow-based point-to-origin tasks (Gramann et al., 2005, 2010, 2011; Riecke, 2008), we expect around 50% of participants to systematically show qualitative pointing errors, in that they systematically point into the left-right inverted hemisphere (e.g., for left turns they point into the right instead of the left hemisphere).

**What processes underly left-right hemisphere errors?** As detailed above, a central goal of this study was to disambiguate between the three proposed strategies that might underly left-right hemisphere errors: Left-right inversion, failure to update heading changes (NonTurner), or failure to update heading changes combined with pointing to the turning position $x_1$ instead of the origin (NonTurner pointing to $x_1$).

**Are left-right hemisphere errors related to problems understanding task instructions and demands?** Although previous research consistently showed the existence of left-right hemisphere errors in optic-flow-based point-to-origin tasks unless participants received explicit feedback training, it is conceivable that participants might have somehow misunderstood or misinterpreted the experimental task and procedure. If this were the case, than the occurrence and number of left-right hemisphere errors should decline if participants are provided with advance easy-to-understand task instructions. To this end, participants in the current study completed prior to the VR tests a real-world practice phase, in which they were blindfolded and led to walk along several 2-segment paths at the end of which they pointed back to the origin of locomotion using the identical pointing device as in the later VR experiment. We hypothesized that this task should be easy and lead to almost error-free pointings, and thus exclude all potential misunderstandings of experimental demands in the subsequent VR experiment.
Is the occurrence of left-right hemisphere errors related to general spatial abilities? If so, this would predict that NonTurners would on average show lower spatial abilities (tested here using a standard spatial abilities test as well as self-reported general spatial abilities) as compared to Turners that do not show such left-right hemisphere errors. In addition, we hypothesized that NonTurners might perceive the task as more difficult (which we assessed using post-experimental task difficulty ratings). While Riecke (2008) showed significantly lower spatial abilities test scores for participants showing left-right hemisphere errors, they found surprisingly no significant difference in terms of task difficulty ratings. The current study aims to test if these trends can be corroborated.

How do previous point-to-origin results extend to more extreme path geometries? In previous studies, the length of the first and second segment was typically either identical (as in Gramann et al., 2005) or half of the trials in (Riecke, 2008), or they were fairly similar in length such that participants might not have realized this or incorporated into their responses. In fact, our previous study (Riecke, 2008) revealed that participants could not reliably assess if the path length of the first and second segment were the same or differed by 50%. When asked to judge the relative length of $s_1$ versus $s_2$ in two post-experimental trials, 62.5% responded erroneously for an isosceles excursion path (where $s_1 = s_2$), and 16.7% mistook a path were the first segment was 50% longer than the second segment ($s_1 = 1.5 \times s_2$) as an isosceles path. The current experiment was designed to investigate if and how prior findings might extend to more uncommon path geometries where the first and second path segment have significantly different lengths. To this end, we compared the previously-used isosceles ratio of $s_1/s_2 = 1$ with two more extreme ratios of $s_1/s_2 = 1/4$ and $s_1/s_2 = 4$. Using these path geometries also allowed us to almost double the range of correct egocentric homing directions: Whereas isosceles paths with $s_1 = s_2$ yield correct egocentric pointing directions between 90°-180° (i.e., for left turns the origin will always be somewhere left and behind of the observer), using first segments that are considerably longer than the second segment (here: $s_1/s_2 = 4$) extends this range of correct egocentric pointing directions to almost 0°-180° (i.e., for left turns the origin will always be somewhere to the left, but could now also be in the frontal hemisphere).

2 Methods

Twenty participants (7 female) aged 20–32 years (mean: 24.3) completed the experiment for standard payment. All participants had normal or corrected-to-normal vision. Note that methods of the current experiment were held similar to our earlier study (Riecke, 2008) to allow for direct comparison.

2.1 Stimuli and Apparatus

Throughout the experiment, participants were seated 89 cm from a flat projections screen (1.68 m × 1.26 m, corresponding to a field of view of about 84° × 63°), as illustrated in Figure 2. Visual stimuli were projected non-stereoscopically using a JVC D-ILA DLA-SX21S video projector with a resolution of 1400 × 1050 pixels. The virtual scene was
designed to resemble a flat grass plane and provided ample optic flow and high contrast, but no landmarks. To exclude ambient sound that could have interfered with the task, participants wore active noise cancellation headphones (Sennheiser HMEC 300) displaying broad-band masking noise (an unobtrusive mix of river sounds). In addition, black curtains surround the whole setup to ensure that participants could neither see nor hear the actual surrounding lab. Pointing was performed using a modified gamepad, where the central knob was replaced by a 18cm long thin plastic rod to allow for more accurate responses (Riecke, 2008). The pointer was mounted above participants’ lap to ensure correct alignment and ease-of-use.

Fig. 2. Experimental setup: Participants with pointing device (modified gamepad) seated behind projection screen showing grass-like ground plane environment devoid of landmarks.

2.2 Procedure and Experimental Design

Participants’ task was to point back to the origin of locomotion after visually displayed 2-segment trajectories. Trajectories consisted of a first segment $s_1$ (8m/s maximum velocity, with brief initial acceleration and final deceleration phase to avoid motion sickness), followed by a turn on the spot (30°/s rotational velocity), and a subsequent second segment $s_2$ (same velocity profile as $s_1$). The turning direction was alternated between trials to reduce the occurrence of potential motion aftereffects and motion sickness, but was not analyzed separately as it was not the focus of this study. Hence, the data were pooled over the turning direction for all analyses. Previous research had shown that participants in lab situations tend to resort to computationally expensive cognitive strategies (like mental trigonometry or algebra) to come up with the desired response, especially if response times are unlimited and performance feedback is provided (Gramann et al., 2003; Lawton and Morrin, 1999; Riecke et al., 2002; Wiener and Mallot, 2006). As we were interested in investigating participants’ natural and intuitive spatial orientation/spatial updating in VR and reducing the influence of higher cognitive strategies, we instructed participants to point “as accurately and quickly as possible” and to point as if they had physically moved. Participants were never provided with any performance feedback to reduce potential effects of re-calibration and higher cognitive strategies. Using a within-participant design, each participant completed the following phases:
Demonstration Phase. Before starting the experiment, participants gave informed consent and received written and aural instructions. Participants then watched the experimenter perform three randomly selected trials while explaining the experimental procedure and pointing device. Care was taken that the pointing response of the experimenter was random such that participants did not model their responses.

Real-World Practice Phase. A real-world blind-walking point-to-origin pre-test was performed to serve as a baseline for the subsequent VR experiments. To this end, participants were blindfolded and donned the unplugged pointing device. They were led along nine different 2-segment paths, and at the end of each path asked to point back to the origin of locomotion using the pointing device. The experimenter visually judged the accuracy of the pointings. Unknown to the participants, path geometries were a subset of the geometries used in the subsequent VR experiment, in randomized order per participant (length of first segment $s_1=${1m, 2m, 3m} × turning angle $\gamma=${30°, 90°, 150°}; $s_2$ was adjusted such that the total path length was about 4m). Before the next trial they were led on a circuitous path to a new, randomly selected starting location. Participants responses were virtually error-free, and participants reported that the real-world pointing task was easy and intuitive to perform. Note that none of the participants showed any failures to properly update the rotations, confirming results by Klatzky et al. (1998). For the subsequent VR conditions, participants were instructed to treat the displayed visuals as if they originated from actual self-motion, and to respond as if they had actually moved, just like in this real-world practice phase. These instructions were chosen to ensure that all participants fully understood the experimental demands and in particular the pointing instructions.

2-Segment VR Practice Experiment. In order to reduce the impact of potential learning effects on the main experiment, all participants first performed a VR practice experiment, which used different turning angles than the subsequent main experiments to avoid direct transfer or memorization of turning angles. Each participant completed 14 trials, composed of a factorial combination of 3 lengths of the first straight segment $s_1=${6m, 15m, 24m} × 2 turning angles $\gamma=${60°, 120°} × 2 turning directions (left, right; alternating), plus 2 additional baseline trials without any rotation ($\gamma=0°$). $s_2$ was adjusted such that the total path length was always 30m.

2-Segment VR Main Experiment. Subsequently, participants performed 40 trials in the main 2-segment VR experiment, consisting of a factorial combination of 3 lengths of the first straight segment $s_1=${6m, 15m, 24m} × 3 turning angles $\gamma=${30°, 90°, 150°} × 2 turning directions (left, right; alternating) × 2 repetitions per condition (blocked), plus 4 randomly interspersed baseline trials without any rotation ($\gamma=0°$). As before, $s_2$ was adjusted such that the total path length was always 30m.

Mental Spatial Abilities Test and Debriefing. A standard paper-and-pencil mental spatial abilities test was used to investigate possible correlations between general mental spatial abilities and pointing performance as well as strategy choice (turner vs. Non-Turner) (Stumpf and Fay, 1983). A previous VR study (Riecke et al., 2002) demonstrated significant correlations between triangle completion performance and mental
spatial abilities using the same test, such that we expected sufficient sensitivity for the current study. Subsequently, participants were debriefed, paid, and thanked for their participation.

3 Results and Discussion

Pointing data are summarized in Figure 3 and 4. In the real-world practice phase, all participants were able to point back to the origin of locomotion with negligible errors after being blindfolded and led along 2-segment excursion. In the virtual reality conditions, most participants still pointed fairly consistently, as indicated by the circular mean pointing vectors almost touching the unity circle in Figure 3 (Batschelet, 1981). Pointing directions showed, however, considerable between-participants variability as well as systematic pointing errors, especially for larger turning angles, potentially due to a misestimation of the visually presented turning angle.

3.1 Occurrence of Left-Right Hemisphere Errors

In addition to the errors described above, eleven of the 20 participants consistently showed qualitative (and not just quantitative) pointing errors in that they consistently pointed into the wrong (left-right inverted) hemisphere (see Figure 3). That is, for a 2-segment path including a left turn, they pointed to the right hemisphere instead of the left hemisphere and vice versa. Participants consistently showing such left-right hemisphere errors will be termed “NonTurners” in the following, as their behavior might be explained by a failure to properly integrate the visually presented turns into their egocentric pointing response (Avraamides et al., 2004; Gramann et al., 2005; Klatzky et al., 1998; Riecke, 2008). Conversely, participants generally pointing into the correct (instead of left-right inverted) hemisphere will be termed “Turners” here, as they respond as if they update and incorporate the visually presented turns at least qualitatively correct, even though they might misestimate the turning angle.

As pointing data is inherently noisy, we computed the ratio of trials with left-right hemisphere errors per participants to reliably and automatically categorize participants. Nine participants (with IDs 2, 4, 5, 7, 8, 10, 17, 18, and 19) were thus categorized as Turners, with a mean ratio of left-right hemisphere error trials of 7.8%. The remaining eleven participants were categorized as NonTurners, with a mean ratio of hemisphere error trials of 87.4%. Note that none of the Turners or NonTurners showed any left-right hemisphere errors in the prior real-world practice phase. This suggests that the NonTurners’ qualitative pointing errors in VR are neither based on a failure to understand the instructions nor a failure to use the pointing device properly, as the same instructions and pointing device were used in the real-world practice phase.

3.2 Statistical Analysis

Data were analyzed using separate repeated measures ANOVAs for the dependent measures response time and signed pointing error. Independent variables for in the ANOVAs included the within-participant factors turning angle $\gamma$ and length of the first segment $s_1$,
Fig. 3. Top-down schematic view of the outbound 2-segment paths (solid gray lines) for the three different values of $s_1$. Data from the practice experiment ($60^\circ$ and $120^\circ$ turns) and the main experiment ($30^\circ$, $90^\circ$, and $150^\circ$ turns) are combined here for comparability. Circular mean pointing directions for each participant are indicated by solid bars for Turners and dashed bars for Non-Turners. Numbers indicate participants numbers. The length of the circular mean pointing vector indicates the consistency of the individual pointing directions: Shorter mean pointing vectors indicate higher circular standard deviations of the individual pointing (e.g., participant 10), whereas mean pointing vectors close to the surrounding black unity circle indicate high consistency and thus low circular standard deviations of the individual pointings (e.g., participant 20; Batschelet, 1981). Correct homing vectors are plotted as a solid black arrow labeled “correct Turner”. Predicted pointing vectors for participants that simply show left-right mirrored responses are labeled “correct LR-inverter”, whereas predicted pointing vectors for “NonTurner” participants that act as if they did not update their cognitive heading such that they still face the original orientation ($0^\circ$) are labeled “correct NonTurner.”
Fig. 4. Arithmetic means ± 1SEM of response time (top) and the signed pointing error (bottom) for the different experiments and path geometries. Turner (solid bars) and NonTurner (hatched bars) are plotted separately to show differences in response patterns.
Table 1. ANOVA results for practice experiment (top) and main experiment (bottom). Significant effects are typeset in bold, marginally significant effect in italics; * p<.05, ** p<.01, *** p<.001.

<table>
<thead>
<tr>
<th>Practice experiment</th>
<th>Pointing error</th>
<th>Response time</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>p</td>
<td>η²</td>
</tr>
<tr>
<td>LR-hemisphere errors</td>
<td>(1,18) = 77.9</td>
<td>p &lt; .001***</td>
</tr>
<tr>
<td>Length of first segment s₁</td>
<td>(2,36) = 24.7</td>
<td>p &lt; .001***</td>
</tr>
<tr>
<td>s₁ × LR-hemisphere errors</td>
<td>(2,36) = .670</td>
<td>p = .518</td>
</tr>
<tr>
<td>Turning angle γ</td>
<td>(1,18) = 13.7</td>
<td>p = .002**</td>
</tr>
<tr>
<td>γ × LR-hemisphere errors</td>
<td>(1,18) = 13.6</td>
<td>p = .002**</td>
</tr>
<tr>
<td>s₁ × γ</td>
<td>(2,26) = 3.85</td>
<td>p = .030*</td>
</tr>
<tr>
<td>s₁ × γ × LR-hemisphere err.</td>
<td>(2,36) = 1.15</td>
<td>p = .335</td>
</tr>
</tbody>
</table>

Main experiment

<table>
<thead>
<tr>
<th>Pointing error</th>
<th>Response time</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>p</td>
</tr>
<tr>
<td>LR-hemisphere errors</td>
<td>(1,18) = 35.7</td>
</tr>
<tr>
<td>Length of first segment s₁</td>
<td>(2,36) = 38.5</td>
</tr>
<tr>
<td>s₁ × LR-hemisphere errors</td>
<td>(2,36) = 12.2</td>
</tr>
<tr>
<td>Turning angle γ</td>
<td>(1,18,21.3) = 17.2</td>
</tr>
<tr>
<td>γ × LR-hemisphere errors</td>
<td>(1,18,21.3) = 23.5</td>
</tr>
<tr>
<td>s₁ × γ</td>
<td>(2,49,44.8) = 8.79</td>
</tr>
<tr>
<td>s₁ × γ × LR-hemisphere err.</td>
<td>(2,49,44.8) = 4.07</td>
</tr>
</tbody>
</table>

and the between-participant factor left-right hemisphere errors (Turner vs. NonTurner, as analyzed above). The baseline condition of γ=0° was excluded from the ANOVAs and data were pooled over the turning direction (left/right) as this was not a focus of the current study. Greenhouse-Geisser correction was applied where needed. ANOVA results are summarized in Table 1.

3.3 Pointing Errors

As expected, overall pointing errors were significantly larger for NonTurners as compared to Turners (cf. Figure 4 and Table 1). Mean pointing errors for NonTurners were 83.1° (standard error: 7.3°) in the practice experiment and 89.2° (SE: 8.1°) in the main experiment, as compared to Turner pointing errors of -13.3° (SE: 8.1°) for the practice experiment and -17.5° (SE 8.9°) for the main experiment. That is, while NonTurners showed a considerable general underestimation of turning angles (as would be predicted if they indeed failed to update the turns), Turners showed a slight overall overestimation of visually presented turns. As indicated in Figure 4, NonTurners showed larger pointing errors for increasing turning angles (as predicted by failure to update rotations). This is corroborated by the linear fit slopes being significantly above zero for all lengths of s₁ (see t-test insets in Figure 4). Especially for s₁ = 15m and s₁ = 24m, NonTurners’ overall pointing errors were remarkably close to the values predicted by a failure to update the rotation and pointing as if still being in the original (0°) orientation, depicted as solid gray lines in Figure 4. Pointing errors for Turners, however, showed no overall dependence on turning angles. Although there was large between-participant variability in pointing errors (cf. Figure 5), average pointing errors for Turners as well as NonTurners were fairly close to the predicted values.

3.4 Response Times

Mean response times were relatively low, both in the practice experiment (1.71s, SE: .28) and the main experiment (1.83s, SE:.18s). Turners showed significantly lower
response times than NonTurners, both for the practice experiment (1.07s vs. 2.34s, respectively, \(F(1,18 = 11.6, p=.003^{**}, \eta^2_p = .393\)) and the main experiment (1.31s vs. 2.36s, \(F(1,18 = 9.04, p=.008^{**}, \eta^2_p = .334\)). For the practice experiment, both Turners and NonTurners showed a tendency towards increased response times for larger turning angles, as indicated by the significant main effect of turning angle \(\gamma\) on response time (see ANOVA results in Table I), the lack of significant interaction between turning angle and LR-hemisphere errors, and the pair-wise t-tests between smallest and largest turning angles in Figure 4. For the main experiment, however, Turners showed no longer any tendency towards increased response times for larger turns, whereas NonTurners still showed longer response times for larger turns. This is supported by the significant interaction between turning angle \(\gamma\) and left-right hemisphere errors (see Table I and t-tests in Figure 4). This dichotomy corroborates the hypothesis that Turners and NonTurners use different underlying strategies to solve the pointing task.

3.5 Correlation between Behavioral and Post-experimental Data

Data from the post-experimental questionnaire and mental spatial abilities test are summarized in Figure 5. Although Figure 5 (a) suggests a tendency for NonTurners to score lower on the mental spatial abilities test (Stumpf and Fay, 1983) than Turners, this tendency did not reach significance. Note that this differs from previous findings by Riecke (2008), who observed significantly lower mental spatial abilities measures for NonTurners. This might be related to a different participant group used and/or insufficient statistical power due to only testing 20 participants in the current study. When asked to rate their everyday spatial orientation ability on a scale from 0-10, NonTurners scored somewhat lower than Turners (6.59 vs. 7.94). This trend did not reach significance, though, corroborating similar findings by Riecke (2008, Experimental series 2).

Similar to findings by Riecke (2008), there was a slight but non-significant tendency for males to perform higher on the mental spatial abilities test and the self-reported spatial orientation ability in the current study (cf. Figure 5 (a) & (b)). Note that we did not find the clear gender effects that are often reported for various spatial abilities (see reviews by Coluccia and Louse, 2004; Lawton and Morrin, 1999). Again, insufficient power and differences in participant population might both have contributed to the lack of gender effects in the current study. Turner and NonTurner did not differ significantly in terms of their age (t(18)=-1.54, p=.14, \(\eta^2=.116\)), amount of daily computer usage (t(18)=-.0218, p=.98, \(\eta^2=.10\)), or rated task difficulty (t(18)=-.592, p=.56, \(\eta^2=.019\)). This corroborates our earlier findings (Riecke, 2008). Similarly, there was no significant influence of gender on any of these measures (all p>.17).

4 General Discussion and Conclusions

The current study was designed to investigate the phenomenon of left-right hemisphere errors that occur in point-to-origin tasks where participants do not physically execute the turn between the first and second segment (Avraamides et al., 2004; Gramann et al., 2005, 2010, 2011; Klatzky et al. 1998; Riecke, 2008).
Fig. 5. Data from the post-experimental questionnaire. Boxes and whiskers denote ± 1SEM and ±1SD, respectively. Top insets show results from unpaired t-tests for Turner vs. NonTurner (left solid bars) and gender (right hatched bars).

4.1 Occurrence of Left-Right Hemisphere Errors

The general phenomenon of left-right hemisphere errors was confirmed in the current study, with 55% of the current participants showing such qualitative errors in their pointing responses. As detailed in Table 2, this percentage of left-right hemisphere errors was slightly larger than in (Riecke, 2008), and roughly comparable to Gramann et al. (2005, 2010, 2011). A recent study by Sigurdarson et al. (2012) showed that left-right hemisphere errors can occur even when visually simulated rotations are accompanied by matching physical rotations. This challenges the notion that physical rotations necessarily induce automatic and obligatory spatial updating (Klatzky et al., 1998; May and Klatzky, 2000; Presson and Montello, 1994; Rieser, 1989).

Table 2. Relative distribution of NonTurners amongst male and female participants

<table>
<thead>
<tr>
<th>Study</th>
<th>Total # participants</th>
<th>% NonTurner</th>
<th>% NonTurner for males</th>
<th>% NonTurner for females</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current</td>
<td>20 (13 male)</td>
<td>55% (11/20)</td>
<td>31% (4/13 males)</td>
<td>100% (7/7 females)</td>
</tr>
<tr>
<td>Riecke (2008), Exp. 1</td>
<td>16 (half male)</td>
<td>38% (6/16)</td>
<td>13% (1/8 males)</td>
<td>63% (5/8 females)</td>
</tr>
<tr>
<td>Riecke (2008), Exp. 2</td>
<td>24 (half male)</td>
<td>46% (11/24)</td>
<td>33% (4/12 males)</td>
<td>58% (7/12 females)</td>
</tr>
<tr>
<td>Current + Riecke (2008)</td>
<td>60</td>
<td>47% (28/60)</td>
<td>27% (9/33 males)</td>
<td>70% (19/27 females)</td>
</tr>
</tbody>
</table>

4.2 What Processes Underly Left-Right Hemisphere Errors?

Using an unusually wide range of triangle geometries in the current study allowed us to use the behavioral (pointing) data to disambiguate between the potential strategies underlying left-right hemisphere errors. First of all, we found no direct support of left-right inversion strategies: As indicated in Figure 5 (top), left-right inversion would have
predicted that participants in the $s_2 = 4 \times s_1$ conditions should always point into the far rear (posterior) hemisphere, with little dependence on the turning angle $\gamma$. This was not observed. Instead, participants showing left-right hemisphere errors pointed into the far posterior direction for small turning angles and increasingly towards more frontal (anterior) directions for increasing turning angles. While not compatible with left-right inversion, this behavior is compatible with both NonTurner strategies (cf. Figure 3 (top)).

Note that participants might have misestimated turning angles [Riecke et al., 2005a], such that we refrain from a more quantitative analysis of the exact pointing angles when trying to disambiguate between potential underlying strategies.

Previous studies showed that participants in general use a chosen strategy quite consistently (Avraamides et al., 2004; Gramann, 2012; Gramann et al., 2005, 2010, 2011; Klatzky et al., 1998; Riecke, 2008). Hence, we assume here that participants did not switch strategy for the different path geometries. This is essential, as left-right inverter and NonTurner (pointing to the origin, not $x_1$) strategies yield identical predictions for the isosceles path geometries where $s_2 = s_1$. As indicated in Figure 3 (middle), analyzing the pointing data from the isosceles path geometries where $s_2 = s_1$ thus allows us to disambiguate between the NonTurner strategies where participants point to the turning position $x_1$ and the default NonTurner strategy where they point (as instructed) towards the origin of locomotion $x_0$. Whereas the latter (default NonTurner) strategy predicts that participants should never point into the frontal (anterior) hemisphere as long as $s_2 \leq s_1$, NonTurners pointing to $x_1$ would be expected to point into the frontal hemisphere for the largest turning angles ($\gamma=120^\circ$ and $\gamma=150^\circ$). This was indeed observed for one participant (#20, depicted as green dashed line in Figure 3), who pointed into the frontal hemisphere for $\gamma=120^\circ$ and $\gamma=150^\circ$. The remaining ten participant showed pointing behavior roughly consistent with predictions from the default NonTurner strategy, in that they did not point into the frontal hemisphere as long as $s_2 \leq s_1$.

A similar response pattern was observed for the trials where the second segment was much shorter than the first one ($s_2 = 1/4 \times s_1$), as indicated in Figure 3 (bottom): Whereas participant #20 pointed again into the frontal hemisphere for the largest turning angle, the remaining 10 participants always pointed into the rear (posterior) hemisphere, which is consistent with the default NonTurner behavior for $s_2 \leq s_1$.

To complement this visual inspection of the data with an algorithmic and thus less subjective and more easily reproducible approach, we mathematically compared participants’ pointing directions with predictions from each of the four proposed strategies: Turner, NonTurner, NonTurner pointing to $x_1$, and left-right inverter, as illustrated in Figure 3. To this end, we defined an error measure as the absolute difference between observed and predicted pointing directions for each condition and strategy, and used that to algorithmically categorize each participant: e.g., if this error measure was lowest for Turner predictions for a given participant, (s)he was categorized as a Turner. Incidentally, this algorithmic categorization led to identical categorization as this visual inspection described above, thus corroborating the earlier analysis: Participants 2, 4, 5, 7, 8, 10, 17, 18, and 19 were categorized as Turner (as in subsection 3.1 above), participant 20 as NonTurner pointing to $x_1$, and the remaining participants were categorized as regular NonTurner, with no participant being categorized as left-right inverter.
In summary, the current data suggest that the vast majority of participants showing consistent left-right hemisphere errors indeed simply failed to properly update the visually simulated heading change and respond accordingly, as proposed previously (Avraamides et al., 2004; Gramann, 2012; Gramann et al., 2008, 2010, 2011; Klatzky et al., 1998; Riecke, 2008). While we did not find support for a left-right inversion strategy, one participant consistently seemed to use a different strategy that is inconsistent with the default NonTurner strategy. We hypothesize that this participant did not incorporate heading changes (just as NonTurners), but in addition pointed not to the origin of locomotion as instructed, but instead to the position \( x_1 \) where the turn took place. Careful reanalysis of the Riecke (2008) data suggests that this strategy (NonTurner pointing to \( x_1 \)) can indeed explain the data from those 5 participants that pointed into the frontal hemisphere and thus could not simply be explained by a normal NonTurner strategy. Further, carefully designed experiments are needed, though, to corroborate these hypotheses.

Are left-right hemisphere errors related to problems understanding task instructions and demands? In the current study, all participants performed a real-world practice phase, where they were blindfolded and led along several 2-segment excursion paths before being asked to point to the origin of travel using the same pointing device that was used in the subsequent VR experiment. As expected, participants easily understood the task and showed negligible pointing errors. Thus, it seems rather unlikely that the left-right hemisphere errors might be related to participants misunderstanding task instructions and demands.

Is the occurrence of left-right hemisphere errors related to general spatial abilities? Whereas Riecke (2008) observed significantly lower spatial abilities test scores for NonTurners as compared to Turners, the current study showed only non-significant trends, albeit in the same direction. Further experimentation with more participants and thus higher statistical power are needed to investigate if NonTurner behavior is indeed associated with lower overall mental spatial abilities.

How do previous point-to-origin results extend to more extreme path geometries? As participants in Riecke (2008) could not reliably disambiguate between trajectories where the lengths of the first and second segment were identical or differed by 50%, we used a much wider range of relative lengths of \( s_2/s_1 = \{1/4, 1/1, 4/1\} \). Post-experimental debriefing indicated that this allowed participants to clearly disambiguate the different ratios of \( s_2 \) versus \( s_1 \). In general, previous point-to-origin results extended to those more unusual path layouts, yielding similar overall percentages of NonTurners as in previous studies and similar overall pointing response patterns.

4.3 Online Updating versus Offline/After-the-Fact Computation of Homing Direction?

If participants use online updating of the visually presented turns as is typically observed for automatic spatial updating, response times should be fairly low and not depend on the turning angle, as all processing should have been completed during the excursion path (Farrell and Robertson, 1993; Presson and Montello, 1994; Riecke et al).
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Such an online strategy might be based on participants continuously keeping track of the direction to the starting position using some kind of imagined homing vector, similar to the homing vector updating that is proposed for path integration-based triangle completion in many animals including humans (Loomis et al., 1999; Müller and Wehner, 1988). Conversely, if participants use after-the-fact computation of the homing direction, one would expect response times to be (a) overall larger compared to previous studies that reported automatic spatial updating as well as (b) increase for larger turns and thus more difficult computations, especially for turning angles beyond 90° where reference frame conflicts become more pronounced.

The current data showed qualitatively different response time patterns for Turners versus NonTurners. On the one hand, Turners exhibited overall low response times of 1.07s in the practice experiment and 1.31s in the main experiment. These values are comparable to previously reported values of around 1.6s (Farrell and Robertson, 1998) and 1.2s (Riecke et al., 2007) in physical motion conditions where automatic spatial updating was observed. Moreover, Turner response times in the main experiment showed no systematic increase for larger turning angles. Together, this suggests that Turner might have used some kind of online updating strategy to perform the point-to-origin task, or a fairly efficient offline strategy, or some combination of both.

On the other hand, NonTurners showed considerably longer response times (2.34s and 2.36s for the practice and main experiment, respectively) than Turners and prior studies reporting automatic spatial updating (Farrell and Robertson, 1998; Riecke et al., 2007). Moreover, NonTurners’ response times significantly increased for larger turning angles, with effect sizes $\eta_p^2$ between 28% and 46%. Both findings suggest that NonTurners might be more prone to using effortful offline, after-the-fact computation of the correct homing direction: If all computation had already been performed during the excursion path, there should be no additional computation time required for the largest and most difficult-to-update turning angles, but this is just what we found. Such after-the-fact computation might be based on some kind of mental rotations, which typically leads to a linear increase of response times with turning angle (Shepard and Metzler, 1971). Alternatively, after-the-fact computation might occur by participants using a configural strategy, for example by imagining a top-down view of the path geometry (Riecke et al., 2002; Wiener et al., 2011). The current study was not designed to disambiguate between those or other possibilities, and further studies are needed to investigate this. The data do, however, suggest that Turner and NonTurner do not only use very distinct strategies leading to qualitatively different behavior, but also systematically vary in the amount of time and cognitive resources needed to determine the homing direction. This might also be related to general differences in mental spatial abilities between Turners and NonTurners (Riecke, 2008).

As cognitive resources are scarce, and robust and effortless spatial orientation and behavior requires low effort and cognitive load, we posit that VR simulations should strive to reduce the occurrence of NonTurner strategies and other effortful and resource-intensive strategies. Thus, using relatively simple experimental paradigms such as the rapid point-to-origin use here, we can systematically investigate the perceptual and behavioral effectiveness of different stimulus and display parameters and combinations. A recent point-to-origin study in VR showed, for example, that using naturalistic
stimuli can largely reduce the occurrence of NonTurner behavior, although it still occurred in 17% of participants (Sigurdarson et al., 2012). Thus combining spatial cognition research with an eye towards potential applications can not only help to systematically improve VR simulations and thus provide more effective experimental setups, but also foster a deeper understanding of the fascinating underlying processes and strategies.
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Abstract. There is growing interest in improving indoor navigation using 3D spatial visualizations rendered on mobile devices. However, the level of information conveyed by these visualization interfaces in order to best support indoor spatial learning has been poorly studied. This experiment investigates how learning of multi-level virtual buildings assisted by mobile 3D displays rendered at different levels of visual granularity effect subsequent unaided navigation tasks. The visual granularity levels include: a high fidelity model, low fidelity model, wireframe model and sparse model. Results showed that using the sparse model during learning led to the most accurate and efficient overall pointing and navigation performance and that between-floor judgments were less accurate when assistance during learning was unavailable. These findings demonstrate that more information is not necessarily better and provide new insights into the optimal information content to be included in mobile 3D visualization interfaces supporting indoor spatial learning and cognitive map development.

Keywords: indoor navigation, 3D visualizations, mobile information displays, naïve realism, visual granularity, immersive virtual environments.

1 Introduction

Current advancements in the computational resources, memory capacity, and high-resolution display technologies available on mobile devices means that complex environmental visualizations are becoming a viable solution for real-time navigation systems. However, most existing navigation interfaces are limited to 2D representations and work exclusively outdoors. By contrast, our interest here is in designing indoor navigation systems based on 3D building visualizations. Considering that on average, people spend 87% of their time in indoor spaces [1] and since indoor built environments often are comprised of complex and confusing 3D spatial structures [2], providing access to a 3D visualization of the space (i.e., a ground-level egocentric map representation) is postulated as being advantageous and more realistic for supporting spatial learning and cognitive map development as compared to their traditional 2D analogs. Indeed, the efficacy of 3D visualizations and map representations for aiding navigation through indoor environments is a topic of growing interest in
both academic research [3-4] and for commercial applications, e.g. Google Maps and Nokia 3D indoor maps.

One practical question for these 3D visualization based navigation systems is how the realism of the 3D models affects human navigation performance? In outdoor environments, several authors from the geo-visualization and cartography communities have advocated the use of abstract rather than photorealistic 3D visualizations for more efficient inference making [5-6]. Empirical experiments addressing this issue support the view that users often have misplaced faith in realistic representations, termed “Naïve Realism” [7]. For example, people using spatial interfaces for naval applications prefer spatially realistic 3D icons of ships and planes on their displays vs. functional, symbolic icons. However, these realistic features were shown to actually decrease identification performance [7]. Similarly, users predicted they would need high-fidelity photorealistic 3D displays to find routes across outdoor terrain, whereas experimental results demonstrated that they actually performed the task better with lower fidelity displays [8]. Several studies have clearly shown that while photorealistic representations of maps appeal to users, they often have a negative impact on behavioral performance [9-10]. As was illustrated in Klippel et al. (2010), people trying to use Google street view for wayfinding purposes converged on a similar experience—that simply providing photorealism is not enough for accurate spatial learning and wayfinding [11].

However, few studies have been conducted to evaluate the effect of environmental realism of mobile interfaces supporting real time indoor navigation. In part, this is due to the lack of accurate indoor positioning for indoor environments and a dearth of real time indoor data models for use on mobile devices. Although relatively impoverished renderings are assumed to be as effective in aiding people’s navigation through indoor spaces as photorealistic models, this assumption has not been extensively studied, although initial evidence has provided some empirical verification. For example, Kalia et al. (2008) found that richly rendered (photorealistic) indoor virtual models were not as efficient for spatial learning as a sparse model [12]. However, this study did not investigate different levels of visual granularity of 3D models, nor was it aimed at evaluating the efficacy of using a mobile navigation device to learn multi-level buildings, as is the goal here.

In this study, we experimentally evaluate four simulation fidelity conditions which manipulate the level of visual granularity of the environment which is provided to the user by a simulated mobile device during learning of virtual buildings. We aim to assess whether users’ navigation performance after spatial learning with the mobile device differs as a function of the visual granularity of the interface, findings which will help specify the optimal information content to be used in future 3D displays for real-time indoor navigation systems.

The experiment was conducted using immersive virtual environments (VEs) rather than physical environments (PEs) as VEs best facilitate manipulation of building layout and information content, as well as tracking of movement behavior (see Fig. 1).
2 Methods

2.1 Participants

Twenty participants (10 female and 10 male, mean age=20.9, SD=2.0) were recruited from the University of Maine student body. All participants self-reported as having normal (or corrected to normal) vision. All gave informed consent and received monetary compensation for their time. There were three sessions for each subject, with each session lasting approximately one hour.

2.2 Materials and Apparatus

We used an SX111 HMD (NVIS, Inc), incorporating inertial tracking, a panoramic 111 degree field of view, and a high resolution 1260 x 1080 stereo display, which provides a highly immersive VR experience. Two Nintendo Wii remotes were used in the experiment. One was used by the experimenter to control the sequence of experimental phases, and the other was used by the participant to translate through the VE. Turning in the VE was done through physical body rotation.

Our environments were comprised of five two level buildings which were richly rendered in the VE. 3DS Max was used as the 3D modeling and rendering tool. The Wizard 3D rendering suite, by WorldViz Inc., was used as the VE platform supporting users’ real-time navigation and recording their trajectory and test performance. As is illustrated in Fig. 1, two types of models were used in the experiment: virtual reality environment models and 3D visualization models. The former simulated the physical world in the VE and were made to be as photorealistic as possible in order to foster the experience of walking in the physical world. The latter included the 3D visualizations which were shown on the simulated mobile device during environmental learning.

![Fig. 1. Simulated mobile device in the VE](image)

Four levels of visualization granularity represent a natural progression of degraded surface detail for environmental rendering, while preserving building topology. Each model is depicted in Fig. 2. The high fidelity model was rendered with photorealistic texture, natural light, and full color (The Mental Ray rendering plug-in was used to generate the model. The low fidelity model used grey scale color to represent the building and there was no rendering of texture or photorealistic light. The wireframe model only rendered the lines at each edge. The sparse model was the simplest representation as it only contained the floor plan of each layout without walls and ceilings.
Each level of the building was based on a 3 x 3 matrix of hallways, as illustrated in Fig. 3. Each hallway was subdivided into two corridor segments. We deleted two segments from the twelve possible corridor segments in the generic environment to create our experimental layouts. This procedure ensured that all the layouts were well matched in terms of number of nodes, segments, and intersections.

The two floors were connected by two elevators, which also served as salient landmarks for orientation in each of the experimental buildings (“E” represents the elevators in Fig. 3). From a top-down perspective, one elevator was always located at the top center and the other was located at the southeast corner. In Fig. 3, “L” represents the starting position during the learning period, which was located at the
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only 4-way intersection in the building. The starting position for the navigation tests, indicated by “S”, was located near one of the two elevators to provide an orientation cue but was not visible from the starting learning point. There were two pictures on each floor which served as experimental targets, indicated by “T” in Fig. 3. Pictures were based on eight high imagery words: bottle, chair, clock, dog, fish, kite, table and tie. All routes between pictures were matched across building for route length and number of turns.

2.3 Procedure

A within subjects design was adopted, with twenty subjects running in all five visualization conditions. There were five phases in the experiment.

Phase 1: Practice. Subjects were familiarized with the apparatus and navigation behavior in the VE. All experimental tasks were explained and demonstrated before starting the experimental trials.

Phase 2: Route learning. In this task, participants learned the route to each picture with the assistance of the mobile device. From a north orientation at the learning start point, subjects were guided by arrows displayed on the mobile device to each target picture in each of the four visualization granularity conditions. After reaching the picture, which was hanging on the wall, they were asked to face the picture and remember its location. Subjects were then guided back along the same route to the learning start point and repeated the task for the next target. During the learning phase, the mobile device served as a navigation assistant as it provided increased visual access to the overall floor layout than was possible by simply looking around in the VE. In a fifth unaided control condition, the mobile device was not available during target learning; rather, guidance was done via arrows displayed on the ground. The outbound route for target learning was not necessarily the shortest route. Rather, we chose routes based on a trajectory that maximized environmental exposure. As such, if users looked around as they walked, as was the instruction, they could apprehend the entire building after traversal of the four learning routes. Overlap between routes was minimized to ensure no part of the building was over-learned.

Phase 3: Pointing criterion task. To test whether participants had successfully learned the four target locations from Phase 2 and could situate them in a globally coherent cognitive map of the building, they had to point to each target from the learning start point (target order was randomized by floor). The Phase 2 route learning and Phase 3 pointing task was done separately for each floor (floor order was counterbalanced). When making the pointing response, participants did not have access to the mobile device and no target was visible from the learning start point. Thus, accurate pointing required them to make Euclidean judgments from the learning start point to the target, with half of the targets located on a different floor. To meet criterion, participants needed to point to targets on each floor within a 15 degree tolerance. If they failed the first iteration, the Phase 2 learning and Phase 3 pointing tests proceeded until they either successfully met criterion or until they made four incorrect attempts. We recorded users’ pointing time, angular error, and the number of iterations it took to pass the learning criterion test.
Phase 4: Re-exposure task. After the pointing test, participants once again walked from the start point to each of the four pictures (target order was randomized) with the assistance of the mobile 3D visualization interface in order to re-instantiate all targets in memory before starting Phase 5.

Phase 5: Unaided Navigation task. To perform this task, participants were positioned at the navigation start position as shown in Fig. 3. They were then given the name of one of the pictures and asked to navigate to it using the shortest route. This task was performed without assistance from the 3D visualization interface on the mobile device used during learning. The sequences of the pictures were pseudorandom to ensure two routes were within floor and two routes were between floors. Once they believe they had reached the picture, they pressed the button on the Wii mote to indicate its location and orientation. The sequence of pictures was counterbalanced between conditions and participants. As subjects only traveled the route between the learning start point and each picture during the learning phase, determining the shortest route between pictures for this navigation task required accurate development and accessing of a “cognitive map” of the entire building. If the participant incorrectly indicated the picture’s location or orientation, they were guided to its correct location and orientation before starting the next trial. This corrective measure was done to prevent the accumulation of error between trials. They were then asked to follow the same sequence of steps for the next target picture. This was done for four routes in total. Two dependent variables for the navigation task were analyzed. The first was navigation accuracy, based on whether subjects successfully indicated the correct location and orientation of the picture. The second was navigation efficiency, based on whether the shortest route was executed (e.g., shortest route length over traveled route length).

3 Results

3.1 Pointing Task

A repeated measures ANOVA on pointing angle error was run with visualization (5 levels: four granularity conditions and the unassisted control) and floor (2 levels: within and between floor target trials) as the within subjects factors. The within-between floor factor was significant, $F(1, 39) = 6.495$, $p < .015$, $\eta^2 = 0.143$, with the within floor absolute pointing error being 4.3 degrees lower than the between floor pointing error (98.3% of all pointing trials were within the 15 degree tolerance after 2 iterations). There was no significant main effect of pointing error as a function of visualization condition, $F(4, 156) = 1.138$, $p < .341$, $\eta^2 = 0.028$. However, subsequent pairwise comparisons showed that pointing error for between floor trials was significantly higher than for within floor trials with both the unaided (control) condition ($p<0.015$) and the low fidelity model ($p<0.027$).
Table 1. Mean pointing error (SE in parentheses) for within floor and between floors

<table>
<thead>
<tr>
<th></th>
<th>Unaided</th>
<th>High Fidelity</th>
<th>Low Fidelity</th>
<th>Wireframe</th>
<th>Sparse</th>
</tr>
</thead>
<tbody>
<tr>
<td>pointing error</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>within floor</td>
<td>5.3</td>
<td>9.3</td>
<td>5.6</td>
<td>7.4</td>
<td>7.4</td>
</tr>
<tr>
<td></td>
<td>(.9)</td>
<td>(2.4)</td>
<td>(1.1)</td>
<td>(1.4)</td>
<td>(1.3)</td>
</tr>
<tr>
<td>between floors</td>
<td>11.3</td>
<td>12.8</td>
<td>12.1</td>
<td>7.9</td>
<td>11.8</td>
</tr>
<tr>
<td></td>
<td>(2.9)</td>
<td>(3.3)</td>
<td>(2.9)</td>
<td>(1.7)</td>
<td>(3.6)</td>
</tr>
</tbody>
</table>

A repeated-measures ANOVA on pointing iteration trials was run with the same two within-subjects factors. A significant effect was observed for floor, with more iterations needed to pass criterion for between floor judgments ($m = 1.24$, SE = 0.05) than for within floor judgments ($m = 1.11$, SE = 0.023), $F (1, 39) = 6.193, p < .017, \eta^2 = 0.137$. There was no significant main effect of iteration as a function of visualization condition, $F (4, 156) = 0.624, p < .646, \eta^2 = 0.016$.

Table 2. Mean iteration (SE in parentheses) for within and between floor pointing judgments

<table>
<thead>
<tr>
<th></th>
<th>Unaided</th>
<th>High Fidelity</th>
<th>Low Fidelity</th>
<th>Wireframe</th>
<th>Sparse</th>
</tr>
</thead>
<tbody>
<tr>
<td>iteration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>within floor</td>
<td>1.08</td>
<td>1.18</td>
<td>1.03</td>
<td>1.13</td>
<td>1.13</td>
</tr>
<tr>
<td></td>
<td>(.04)</td>
<td>(.06)</td>
<td>(.03)</td>
<td>(.05)</td>
<td>(.05)</td>
</tr>
<tr>
<td>between floors</td>
<td>1.28</td>
<td>1.28</td>
<td>1.35</td>
<td>1.13</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td>(.10)</td>
<td>(.09)</td>
<td>(.12)</td>
<td>(.05)</td>
<td>(.07)</td>
</tr>
</tbody>
</table>

A repeated-measures ANOVA for pointing time was run with the same within-subjects factors. Only floor was significant, $F (1, 39) = 10.79, p < .002, \eta^2 = 0.217$, with pointing time taking 3.3 seconds longer for the between floor judgments than for the within floor judgments. There was no significant main effect of pointing time as a function of visualization condition, $F (4, 156) = 0.506, p < .732, \eta^2 = 0.013$. However, there was a significant interaction between visualization level and floor, $F (4, 156) = 2.754, p < .030, \eta^2 = 0.066$. Subsequent pairwise comparisons showed that pointing time for between floor trials was significantly longer than for within floor trials with both the control condition and the low fidelity model, each $p <0.005$.

Table 3. Mean pointing time (SE in parentheses) for within floor and between floor judgments

<table>
<thead>
<tr>
<th></th>
<th>Unaided</th>
<th>High Fidelity</th>
<th>Low Fidelity</th>
<th>Wireframe</th>
<th>Sparse</th>
</tr>
</thead>
<tbody>
<tr>
<td>pointing time</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>within floor</td>
<td>7.59</td>
<td>8.93</td>
<td>6.79</td>
<td>8.53</td>
<td>8.80</td>
</tr>
<tr>
<td></td>
<td>(.77)</td>
<td>(1.02)</td>
<td>(.68)</td>
<td>(.96)</td>
<td>(.82)</td>
</tr>
<tr>
<td>between floors</td>
<td>12.21</td>
<td>11.86</td>
<td>13.60</td>
<td>9.87</td>
<td>9.83</td>
</tr>
<tr>
<td></td>
<td>(1.69)</td>
<td>(1.97)</td>
<td>(2.16)</td>
<td>(1.23)</td>
<td>(1.26)</td>
</tr>
</tbody>
</table>
3.2 Unaided Navigation Task

A repeated-measures ANOVA for target localization accuracy during the navigation task was run with the same two within-subjects factors of visualization and floor. There was a significant main effect of target localization accuracy as a function of visualization condition, $F (4, 156) = 2.678, p < .034, \eta^2 = 0.064$, with localization accuracy after learning with the sparse model ($m = 86\%$, SE=3.6\%) being reliably higher than after using the low fidelity model ($65\%$, SE=5.7\%), $p<0.001$. The within-between floor factor was also significant, $F (1, 39) = 9.457, p < .004, \eta^2 = 0.195$, $\alpha=0.05$, with the navigation accuracy found for within floor performance ($83\%$, SE=2.7\%) being reliably higher than for between floor judgments ($72\%$, SD=3.6\%).

<table>
<thead>
<tr>
<th></th>
<th>Unaided</th>
<th>High Fidelity</th>
<th>Low Fidelity</th>
<th>Wireframe</th>
<th>Sparse</th>
</tr>
</thead>
<tbody>
<tr>
<td>navigation accuracy within floor</td>
<td>83%</td>
<td>83%</td>
<td>68%</td>
<td>90%</td>
<td>90%</td>
</tr>
<tr>
<td></td>
<td>(6.1%)</td>
<td>(6.1%)</td>
<td>(7.5%)</td>
<td>(4.8%)</td>
<td>(4.8%)</td>
</tr>
<tr>
<td>navigation accuracy between floors</td>
<td>73%</td>
<td>70%</td>
<td>63%</td>
<td>70%</td>
<td>83%</td>
</tr>
<tr>
<td></td>
<td>(7.1%)</td>
<td>(7.3%)</td>
<td>(7.8%)</td>
<td>(7.3%)</td>
<td>(6.1%)</td>
</tr>
</tbody>
</table>

A repeated-measures ANOVA for navigation efficiency was also run for the two within-subjects factors. There was a significant main effect of navigation efficiency as a function of visualization condition, $F (4, 156) = 3.192, p < .015, \eta^2 = 0.076$. Navigation efficiency with the sparse model ($89\%$, SE=2.9\%) was reliably better than the high fidelity model ($73\%$, SD=4.9\%) ($p<0.008$) and the low fidelity model ($71\%$, SD=5.0\%) ($p<0.001$). The within-between floor factor was not significant, $F (1, 39) = 1.641, p < .208, \eta^2 = 0.040$.

<table>
<thead>
<tr>
<th></th>
<th>Unaided</th>
<th>High Fidelity</th>
<th>Low Fidelity</th>
<th>Wireframe</th>
<th>Sparse</th>
</tr>
</thead>
<tbody>
<tr>
<td>navigation efficiency within floor</td>
<td>79%</td>
<td>76%</td>
<td>73%</td>
<td>87%</td>
<td>92%</td>
</tr>
<tr>
<td></td>
<td>(5.4%)</td>
<td>(5.4%)</td>
<td>(6.9%)</td>
<td>(4.5%)</td>
<td>(3.1%)</td>
</tr>
<tr>
<td>navigation efficiency between floors</td>
<td>85%</td>
<td>71%</td>
<td>69%</td>
<td>73%</td>
<td>87%</td>
</tr>
<tr>
<td></td>
<td>(5.4%)</td>
<td>(6.7%)</td>
<td>(6.6%)</td>
<td>(6.9%)</td>
<td>(4.9%)</td>
</tr>
</tbody>
</table>

4 Discussion

The most important findings of this study are that using the sparse model to assist learning led to the highest unaided target to target localization accuracy and route efficiency performance. These results provide evidence that use of a sparse model
of layout structure is better than both of the highest fidelity models for assisting environmental learning of complex buildings. These findings are consistent with, and extend, previous research regarding the evaluation of the realism of 2D maps [7-10]. One explanation is that participants need to extract picture and layout information from high fidelity 3D visualizations to encode the relative positions of these pictures as well as their positions in the building, whereas this information is more directly specified from the sparse model. This synthesis and extraction process may yield additional cognitive effort during learning which resulted in the increased navigation error and decreased efficiency for information-rich displays compared to the displays rendered with lower visual granularity.

We interpret the absence of significant differences for any of the five presentation conditions in the pointing task (pointing time, pointing iteration trials, and pointing error) as further demonstrating that adding realism to the 3D models during learning is neither necessary nor advantageous for extraction of Euclidean relations between targets and accurate cognitive map development.

As for the within-between floor analyses, our results are consistent with previous literature for multilevel indoor navigation [13]. Subjects took longer times to point, required more iterations to meet criterion, exhibited greater errors, and had lower navigation accuracy when pointing and navigating to targets located on different floors than when they were on the same floor. These results suggest that it is more difficult for people to maintain the spatial relation of objects between floors, likely made more difficult when inter-floor layouts are not congruent. Given the known challenges for integration of vertical knowledge in cognitive maps, future experiments will investigate new mobile visualization interfaces for integrating multi-floor buildings during indoor navigation. Importantly, the finding that the control condition showed reliably worse between floor pointing performance than the aided conditions (but for the low-fidelity model), indicates that having assistance during learning (e.g., providing better visual access), may improve knowledge of inter-floor relations. Indeed, we believe that performance in the control condition was likely elevated for all metrics in this experiment as our decision to maximize floor coverage during the route learning phase likely provided sufficient opportunity to apprehend global spatial relations, thereby reducing the inherent benefit afforded by the mobile devices to depict layout configuration. It is likely that performance in the unaided condition would have been significantly worse if we had used a more realistic route learning paradigm that emphasized minimum route length rather than breadth, and was done in buildings with greater topological complexity.

Taken together, these results provide compelling evidence that there is no reliable advantage of 3D information displays rendered at a high level of visual granularity on learning and navigation of buildings and that in many cases, the best performance is obtained using a sparsely rendered spatial model. To our knowledge, our results are the first empirical demonstration showing the advantage of using sparse models on portable mobile devices as supporting real-time learning and navigation of complex indoor buildings. As illustrated by Smallman et al. (2005), good display design is more than slavishly adhering to realism [7]. Our research extends the theory of naïve geography to use of 3D real time indoor maps and provides new evidence for the
basic principle of these displays that graphics should not provide more information than is needed by the user [7]. Our results also provide an empirical foundation to help guide the development of more efficient visualization interfaces to be implemented on future indoor navigation systems.
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The Relationship between Coordination Skill and Mental Rotation Ability
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Abstract. Motor and mental rotation processes seem to share the same neural mechanism. Within this study we investigated whether there is a relationship not only between motor rotational ability and mental rotation, but also between coordination skill and mental rotation ability. All participants (42 males and 42 females) performed a standardized coordination test, a mental rotation test, and a speed of cognitive processing test. A multiple regression analysis revealed that both gender and coordination skill is a significant predictor for mental rotation performance. The investigation of motor training on mental rotation performance and vice versa in one experimental design is discussed.

Keywords: motor processes, mental rotation, sex differences.

1 Introduction

Mental rotation, the ability to imagine how an object appears when it is rotated from its first presentation, is one of the most investigated spatial processes in literature since the original work of Shepard and Metzler [1] more than 40 years ago. It has been intensively investigated in general psychology [2], neuropsychology [3], differential psychology [4], and developmental psychology [5], [6].

Since the studies of Wexler, Kosslyn, and Berthoz [7] and that of Wohlschlaeger and Wohlschlaeger [8] it is assumed that mental and motor rotations share the same neural processes which control the imagined as well as the physical rotation (“common-processing hypotheses”). Wiedenbauer, Schmid, and Jansen-Osmann [9] showed that manual rotation training with a joystick improves mental rotation performance in adults. In each of these studies motor rotation processes were investigated by the use of hand rotations, which is mostly an eye-hand coordination task.

This manual rotation benefit could also be shown for a more non-specific form of training, which incorporates both eye-hand coordination and inter-limb coordination: juggling. A group of adults who participated in juggling training once a week for three months demonstrated enhanced mental rotation performance compared to a control group who did not receive any training [10]. Moreau, Clerc, Mansy-Dannay, and Guerrien [11] showed improved mental rotation performance after specific sports training. After 10 months of wrestling or running training, only the wrestling group
improved significantly on the mental rotation task. Furthermore, there are several quasi-experimental designs showing, for example, that sports and music students show a better mental rotation performance than students of education science [12]. Rotation experts have also demonstrated better mental rotation performance on a perspective transformation task compared to an object transformation task [13]. Moreau, Mansy-Dannay, Clerc, and Guerrién [14] found a clear effect of superior mental rotation performance in martial arts athletes, who constantly have to connect spatial and kinesthetic processes during their exercises, compared to runners, who focus on a cardiovascular fitness. Additionally, the study of Özel, Larue, and Molarino [15] showed that athletes have a better mental rotation performance compared to non-athletes. Both the training studies and the quasi-experimental study of Steggemann, et al. [13] investigated co-ordination skill by either conducting a long term coordinative motor training or by using participants that are rotational experts, such artistic gymnasts or trampoline performers. Due to the nature of quasi-experimental designs, a direct causal relationship could not be stated and results might be influenced by a third factor which caused participants to be good at both sports and mental rotation, such as different patterns of brain activation [16] or body weight. Weight seems to be an important factor since overweight children have demonstrated both impaired motor performance and impaired mental rotation performance compared to children of normal weight [17].

To our knowledge, there is currently only one correlational study showing a correlation between mental rotation and motor [18]. Eighty preschool children performed a paper-pencil mental rotation test, a non-verbal reasoning test, and a motor test. The motor test measured co-ordination ability, fine motor skills, balance, catching ability, jumping ability, speed of movement, and motor control. Mental rotation performance correlated with coordination ability, balance, jumping ability, fine motor skills, motor control, and the performance in the non-verbal reasoning test. A regression analysis showed that the variance was primarily explained by non-verbal intelligence and secondly by one of the four coordination ability tasks, “winding through a hoop”, and one of the fine motor skill tasks, “collecting sticks bimanually”. In this study it was not explained why only one item out of five items measuring coordination ability explained the mental rotation performance. This result might be caused by the fact that the five items of the coordination ability test (putting balls into buckets, winding through a hoop, jumping jacks, rolling on the ground, springing through a hoop) measure different aspects of coordination ability.

**Main Goal of This Study**

It is the main goal of this study to investigate the relationship between motor and mental rotation performance in adults. Such a study with adults is missing until now. The mental rotation task we used is that of Peters, Chisholm, & Laeng [20] and entails the following stages: a) perceptual processing and encoding of the objects and its orientation, b) the mental rotation itself, c) the judgment of parity, and d) the motor response. The castle-bomerang test was chosen as a motor test due to its similar stages [19]. This whole-body centered test includes the perceptual process of encoding
different objects and sections of the spatial scene and the motor processes of practicing a rotational movement and changing directions. An additional similarity between the tests is that each must be performed under time pressure. Due to the similarities in the processing stages of both tests, a correlation is expected. To exclude the possibility that the results are influenced by a third factor, namely speed of cognitive processing, this variable was measured with the “Zahlen-Verbindungstest” (ZVT) and was included in the correlation analysis [21]. Furthermore, due to the well-known gender differences in mental rotation ability [4], gender was analyzed as a quasi-experimental factor and taken into account in the regression analysis.

2 Method

2.1 Participants

Eighty-four students, 42 males (mean age: 23.12, SD=2.23) and 42 females (mean age: 21.93, SD=1.93), from the University of Regensburg, Germany, participated. All participants gave their consent for publication. Participation was optional and termination of the test was allowed at any time, however no one took this option.

2.2 Material and Procedure

All participants had to first fill out a questionnaire which measured demographic data and sports participation (number of years and times per week spent practicing sports). Next, all students had to conduct a measurement of cognitive speed, the ZVT [21], which was equivalent to the trail making test by Reitan [22]. Participants were given four sheets of paper with the numbers 1-90 on each page. They had to connect the numbers in an ascending order as fast as possible. Maximum time allowed for each page was 30 seconds. The amount of numbers connected was translated into IQ-scores. The ZVT correlates with standard IQ-tests, r=.6 to r=.8 [23]. After completing the ZVT participants had to solve a mental rotation test (MRT) [20]. The test consisted of a short practice set with four tasks, for which answers were provided, and two test sets with 12 tasks each. These tasks were first developed by Vandenberg and Kuse [24] and redrawn by Peters et al. [18]. Each tasks consisted of five cube figures, one cube figure on the left side as a standard item and four cube figures on the right side as comparison items (see Figure 1).

Fig. 1. One task in the Mental Rotation Test of Peters et al. (1995)
Two of the four comparison items were the same as the standard item and could be compared to this item by using mental rotation. Participants completed the practice sets without a time limit and had three minutes to complete each test set (six minutes in total). The standard scoring method followed Peters et al. [20] was followed: One point was given only if both items were marked correctly. The maximum possible score was 24. The split-half reliability was .80 [25].

After completing the two cognitive tests, participants had to complete the castle-boomerang test [19]. The Castle-boomerang test was first developed for testing the co-ordination ability of children and adolescents. Mean objectivity reads 96, and mean reliability .86. Validity is declared and an experts rating confirms content validity. The castle boomerang test is additionally used for the hiring procedure for the German state police.

The motor test is presented in Figure 2.

**Fig. 2.** Castle-Boomerang test: Figure 2A presents the arrangement of the barriers; Figure 2B presents the route the participant has to follow.

This motor test measures whole-body centered coordinative skills under time pressure. It is the goal of this test to complete various motor tasks in an ordered sequence under a specified amount of time. Aerobic conditioning element could not be discarded but the impact was minimized. The castle-boomerang test specifically investigates inter- and intra muscular co-ordination by measuring the reaction time to the start signal, orientation ability, differentiation performance, and the ability to coordinate the movement and also spatial orientation ability.

Figure 2A, three castles, a medicine ball, and a mat are arranged in a gym. The castles consist of a wooden frame and are concave, so it is possible to jump over and crawl through them. In Figure 2B the participant’s movement through the course is

---

1 The short distances as well as the plenty of turns assure that the possible maximal velocity (which is reached at earliest after 15 meters) and the skill to accelerate did not influence the performance. Due to the briefness of the test, aerobic physical fitness is not relevant (lactate values is only deteriorative after 20 sec.), and strength is not necessary because the height of the castle is only about 16 inch.
described: At the sign of the experimenter the participant starts at the Start/Finish line by a somersault on a mat. Afterward the participant runs to the left side of the medicine ball in the center of the room, turns 90°, runs and jumps over the castle 1, and then turns to crawl through this castle. The same procedure is followed for castles 2 and 3. After the last run around the marking in the middle of the room, participants run over the finish line. Time was measured to the deci-second. Co-ordination skill was quantified as the time needed to complete this motor task.

2.3 Statistical Analysis

First, gender differences were analyzed concerning cognitive speed of processing, coordination skill, and mental rotation performance. Second, a correlation analysis was conducted with the variables: ZVT performance, coordination skill, MRT performance, and the hours and years of Sports practice. Additionally, a correlational analysis was performed between the motor and the mental rotation test performance. Finally, a stepwise regression to predict mental rotation performance was performed.

3 Results

The univariate analysis of the factor “gender” only revealed a significant effect for the dependent variable “MRT performance”, F(1,82)=22.92, p<.001, $\eta^2=.22$. Males (M=14.12, SD=4.44) solved more mental rotation tasks correctly than females (M=9.83, SD=3.78). There were no significant gender differences for the factors “ZVT performance”, F(1,82)=1.98, n.s., (Males: M=2.91, SD=0.52; Females: M=3.06, SD=0.50) or “coordination skill”, F(1,82)=2.01, n.s. (Males: M=18.39sec., SD=2.97sec; Females: M=19.14sec, SD=1.70sec).

Table 1 gives the correlations between the following variables: ZVT performance, coordination skill, MRT performance, and hours and years of sports practice.

Table 1. Correlation coefficients between the variables ZVT performance, coordination skill, MRT performance and the hours and years of sports practice

<table>
<thead>
<tr>
<th></th>
<th>Sum MRT</th>
<th>ZVT</th>
<th>Coordination skill</th>
<th>Years of sports</th>
<th>Hours of sports</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum MRT</td>
<td>1</td>
<td>.04</td>
<td>-.382**</td>
<td>.014</td>
<td>-.088</td>
</tr>
<tr>
<td>ZVT</td>
<td>1</td>
<td>-.088</td>
<td>.340*</td>
<td>.303*</td>
<td></td>
</tr>
<tr>
<td>Coordination skill</td>
<td>1</td>
<td>-.304</td>
<td></td>
<td></td>
<td>-.103</td>
</tr>
<tr>
<td>Years of sports</td>
<td></td>
<td></td>
<td></td>
<td>.590**</td>
<td></td>
</tr>
<tr>
<td>Hours of sports</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

*signifies p<.05, **signifies p<.01.
Astonishing, neither years nor hours of sports practice correlated with the MRT performance. A correlation analysis performed separately for males and females showed that the correlation between MRT performance and coordination skill for males ($r=-.405$, $p<.01$) and females ($r=-.27$, $p=.08$) did not differ significantly ($Z_{\text{difference}}=-.674$, $n.s.$).

However, our former study [12] showed that these measurements of sports activity do correlate with a better performance on mental rotation tasks. This caused us to include both the variables “years of sports” and “hours of sports” in the regression analysis, as well as the factor “gender” and “co-ordination skill”. A correlation between the performance in the ZVT and mental rotation performance could not be reported and due to this cognitive processing speed was not considered further as a significant influencing factor. Due to the significant correlation between “years of sports” and “hours of sports” a stepwise multiple regression was conducted. Because the mean variance inflation factor (1.525) was not substantially greater than 1, the regression was not biased by collinearity compare [26].

**Table 2.** Stepwise multiple regression for the mental rotation performance based on the following predictors: Gender, coordination skill, years and hours per week of sports practice

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Regression coefficient</th>
<th>$\beta$</th>
<th>T</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>-3.836</td>
<td>-.418</td>
<td>-4.499</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Coordination skill</td>
<td>-.599</td>
<td>-.317</td>
<td>-3.409</td>
<td>≈.001</td>
</tr>
<tr>
<td>Years of sports</td>
<td>.037</td>
<td>.363</td>
<td>n.s.</td>
<td></td>
</tr>
<tr>
<td>Hours of sports</td>
<td>.111</td>
<td>1.034</td>
<td>n.s.</td>
<td></td>
</tr>
</tbody>
</table>

A significant predictor in the first model was “gender”, which correlated with the MRT performance ($R=.467$) and explained 21.8% of the variance, $F(2, 83) = 22.91$, $p<.001$. Significant predictors included in the final model were “gender” and “coordination skill”. Both variables correlated with the MRT performance, ($R=0.563$) and 31.6% of the variance is explained by both variables, $F(2, 83) = 18.75$, $p<.001$.

4 Discussion

Our results show that males perform better than females in the MRT, a result which is in line with many other studies [4]. We found no gender differences in cognitive processing speed or whole-body centered coordination skill.
This study showed that good motor coordination skill correlates with high mental rotation ability. This is very important because it shows that the relationship between physical and mental processes is not just limited to tasks with a high similarity, such as manual and mental rotation [8]. In this sense our study has extended the work of Wohlschlaeger and Wohlschlaeger [8]. Not only could common processes be theorized for rotational hand movements and mental imagery of objects, but also for whole-body processes and mental rotation processes. Nevertheless, hand movements and whole-body motor tasks share different components of the processes used during a mental rotation task. As such the similarities between the castle-boomerang test and the mental rotation test might be seen in their similar processing stages, namely the encoding of objects and the rotational movements (direction changes and somersault in the motor test and rotational imagery of the objects). The common constraint is the time limit. Due to the similar stages used when performing a mental rotation task and this coordination test, it seems plausible that both tasks correlate with each other. There are also stages, which are not comparable between both tasks, such as for example the conditioning elements, which are minimized but are present in the motor task, and the maintenance of the objects and the judgment of parity in the mental rotation task. The maintenance of the objects requires the involvement of working memory processes and the minimized conditional elements require energy processes. Whether there is a relationship between these stages remains speculative, however this assumption relates to a study of Sibley and Beilock [27] who showed that healthy adults with a low cognitive performance rate had a better performance on working memory tasks when they participated in an aerobic conditioning motor task.

To compare gross motor coordination ability in a more direct way with mental rotation ability, another type of mental rotation and motor test could be used. For mental rotation, the use of a chronometric test might be useful, so that the rotation speed itself as well as the encoding of the objects (intercept of the rotation speed function) could be differentiated. The castle-boomerang test might be changed to include only somersaults and other body-rotation gymnastic exercises without directional change elements within the room so that spatial navigation ability could be limited.

Even though the motor test could be redesigned for experimental reasons, it does have practical value. This test is often used in Germany as a qualifying examination for physically demanding jobs, such as a position as a police officer. If the result of this test relates to mental rotation performance this is an important result because the ability to imagine objects from different perspectives might be crucial even in law enforcement.

It is the nature of correlational analysis that the cause and effect of the results is not evident. Some studies show the influence of sports training on mental rotation performance [10], which leads to the causal interpretation in the direction of “motor training to mental training”. However, on the other side there are studies showing that mental training can improve motor performance [24-25]. Because of the disadvantages of a correlational analysis, a directional interpretation is not possible. We can’t exclude that participants with good spatial navigation ability have advantages in the castle-boomerang test. Furthermore, the jumping ability and body-height of the participants might influence the results in the castle-boomerang test as
well as the proportion of fast twitch muscle fibers. These factors must be controlled in further studies.

The regression analysis showed that the mental rotation performance could be explained by both “co-ordination skill” and “gender”, meaning that both factors predict the mental rotation performance. The null-finding of gender differences in mental rotation performance in the study of Jansen and Heil [18] is in line with studies in which a crucial time slot for gender difference to appear was seen at about 10 years of age [29]. However, some studies support the assumption that gender differences may appear in early childhood or even infancy [30]. On a very speculative basis, one might assume that the co-ordination ability and mental rotation ability is only related for the advanced mental rotation performer, in this case males. This is an assumption which deserves further attention and should be investigated in more detail and with more participants in further studies.

This study, as other studies before, shows that one specific spatial cognitive task - the mental rotation task - and gross motor ability, coordination skill, are related and might share common processes or common behavioral stages. There are studies indicating that motor processes influence mental (rotation) processes and that mental training influences motor processes. What is missing until now, and needs to be done in the near future, is the investigation of both theoretical directions in one experimental design.
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Abstract. The partner’s viewpoint influences spatial descriptions and, when strongly emphasized, spatial memories as well. We examined whether partner-specific information affects the representations people spontaneously construct, the description strategies they spontaneously select, and the representations their collaborating partner constructs based on these descriptions. Directors described to a misaligned Matcher arrays learned while either knowing the Matcher’s viewpoint or not. Knowing the Matcher’s viewpoint led to distinctive processing in spatial judgments and a rotational bias in array drawings. Directors’ descriptions reflected strategic choices, suggesting that partners considered each other’s computational demands. Such strategies were effective as reflected by the number of conversational turns partners took to coordinate. Matchers represented both partners’ viewpoints in memory, with the Directors’ descriptions predicting the facilitated perspective. Thus, partners behave contingently in spatial tasks to optimize their coordination: the availability of the partner’s viewpoint influences one’s memory and description strategies, which in turn influence the partner’s memory.
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1 Introduction

People routinely share spatial information to coordinate in a variety of tasks, from giving directions to a visitor in an unfamiliar environment to jointly moving a piece of furniture across rooms. The selection of a perspective when producing or interpreting spatial descriptions has been systematically investigated, with findings identifying some of the cognitive, contextual, and communicative constraints influencing this selection process. However, this work usually focuses either on people’s linguistic choices without directly examining the representations that support perspective-taking (e.g., Schober, 1993, 1995, 1999) or focuses on processing in noninteractive tasks (e.g., Carlson-Radvansky & Irwin, 1994; Carlson-Radvansky & Logan, 1997; Mou et al., 2004a) or in tasks where the interaction between (presumably) collaborating partners is constrained (e.g., Duran et al., 2011; Shelton & McNamara, 2004). Thus, it’s not yet well understood how the perspectives that people spontaneously select, both for organizing spatial information in memory and for their descriptions, are
influenced by partner-specific factors. It’s also unclear how one partner’s spatial representations and description strategies influence not only their coordination with another partner in the task, but also the memory representations the other partner constructs through that coordination. In this paper, we present some of our work that addresses these questions.

We begin by reviewing, in Section 2, research that identifies some of the factors that affect the perspective of speakers’ descriptions and the efficiency of partners’ coordination in spatial tasks. In Section 3, we review our recent work showing that knowing in advance the partner’s misaligned viewpoint influences speakers’ memory representations and their subsequent descriptions. In the remaining sections, we go beyond our earlier examination of how the availability of the partner’s viewpoint influences speakers’ memory representations and descriptions by using the same corpus to also investigate how these partner-specific factors influence the coordination between partners (Section 4) and the partners’ memory representations that result from that coordination (Section 5). In Section 6, we summarize our findings, concluding that (1) people consider the task’s cognitive demands on their partner to select the perspective of their descriptions and strategies that would maximize the efficiency of communication, (2) these strategies are indeed effective in facilitating coordination, and (3) the perspective of speakers’ descriptions shapes the memory representations of their partners.

2 Coordinating in Collaborative Spatial Tasks

A confluence of findings suggests that people tailor their spatial descriptions in response to their conversational partner. For instance, in tasks in which pairs jointly reconstructed arrays, the degree of misalignment between partners affected the perspective of speakers’ descriptions. Speakers were more likely to use partner-centered descriptions (e.g., “to your left” or “in front of you”) than egocentric ones when describing arrays to partners who didn’t share their viewpoint compared to partners who did (Schober, 1993; 1995). Moreover, constraints of the communicative situation can lead to attributions about the partner that also affect the perspective of speakers’ descriptions: speakers describing arrays to an imaginary partner were more likely to use partner-centered descriptions and less likely to use egocentric ones compared to those describing arrays to a real partner (Schober, 1993).

Similarly, attributions about the partner’s spatial ability, arising as the interaction unfolds, can also affect the perspective of speakers’ descriptions (Schober, 2009). When partners were preselected to have matched or mismatched spatial abilities, high-ability speakers were more likely to use partner-centered descriptions whereas low-ability speakers were more likely to use egocentric ones. Additionally, as high-ability speakers formed attributions about their low-ability partners during the course of the interaction, they increased their partner-centered descriptions, whereas low-ability speakers decreased their use of partner-centered descriptions when describing to high-ability partners. The pairs’ efficiency and accuracy also depended on their respective abilities. Pairs with two high-ability partners used fewer words than mixed pairs or pairs with two low-ability partners, and even though low-ability partners were generally less accurate in the task, their performance was better when paired with a high ability partner.
The accuracy and efficiency of coordination in spatial tasks doesn’t only depend on the partners’ cognitive constraints, such as their (combined) spatial abilities, but also on the affordances of the communicative situation, such as the visibility between partners or the shape of their shared space. In a task that involved reconstructing arrangements of lego blocks, pairs who could see each other were more accurate and efficient, since addressees could exhibit, poise, point at and orient blocks, and exchange feedback contingently, while speakers could also adapt their descriptions contingently in response (Clark & Krych, 2004). Even in a narrative task, the affordances of the communicative situation can shape how speakers encode spatial information: the relative locations of speakers and addressees influence the shape of their shared space and, as a consequence, the directionality of their gestures that accompany spatial prepositions like in and out (Özyürek, 2002).

People also adapt how they plan and describe routes according to whether they do it for themselves or for a partner unfamiliar with the environment (Hölscher et al, 2011). For an unfamiliar partner, people use more words and details, navigate along fewer, larger and more prominent streets and refer to more landmarks. Similarly, they adapt the level of detail they incorporate in describing landmarks, depending on whether their partner is familiar or unfamiliar with them (Isaacs & Clark, 1987).

Such adaptation in perspective choices is not limited to production, but extends to the interpretation of spatial descriptions as well. Attributional cues about the partner affected how people interpreted the perspective of ambiguous spatial descriptions (e.g., “give me the folder on the left”, when partners occupied different viewpoints) in an online task, as reflected by the temporal and trajectory characteristics of their responses (Duran et al., 2011). Believing that their partner didn’t know where they were seated (and could not consider their perspective) led people to more partner-centered responding, whereas believing that their partner was real (vs. simulated) led to more egocentric responding. Similarly, beliefs about whether the partner was an adult vs. a child influenced how participants planned their moves in a “tacit communication game”, in which their intentions had to be conveyed exclusively through graphical means: they spent more time signaling the location of critical information to their partner when they believed they were interacting with a child (Newman-Norlund et al., 2009).

Across these studies, findings are broadly consistent with the view that partners share responsibility for mutual understanding and adapt their behavior in trying to minimize the collective effort of themselves and their partner; this has been termed as the principle of least collaborative effort (Clark, 1996; Clark & Wilkes-Gibbs, 1986). In situations where speakers address a partner who is imaginary or believed to be a child, or in situations where feedback is constrained, they expend considerable effort to adopt their partner’s perspective or to convey spatial information to their partner. On the other hand, in circumstances where they interact with a real (or assumed to be real) partner, or a partner who can contribute contingently to the interaction (e.g., because they can see them), they may not invest as much effort in adopting the partner’s perspective and instead rely on the partner to request clarifications, as needed. Thus, the attributions that people make about their partner and their ability to contribute to the interaction are critical in determining their perspective choices in collaborative spatial tasks.
Nonetheless, few studies have examined directly how partner-specific information can affect the memory representations that people recruit or generate in collaborative spatial tasks. In one study by Shelton and McNamara (2004), speakers were more accurate to make judgments about relations between array objects from the perspective that their partner had occupied earlier, when they had described the array to them. However, in this study partners could not coordinate freely during the description: speakers were instructed to describe arrays from the partner’s perspective, and addressees did not know where speakers were relative to the array and could not provide any spoken feedback. This led to speakers using mostly partner-centered descriptions regardless of the degree of misalignment from their partner, and perhaps not surprisingly led to using the partner’s viewpoint as an organizing direction in memory. Without these task constraints, it’s unclear whether people would spontaneously incorporate their partner’s viewpoint in memory.

3 The Partner Affects Memory Representations and Description Strategies

We recently adapted Shelton and McNamara’s (2004) study to examine factors that affect whether people spontaneously represent their partner’s viewpoint in spatial memory and to identify the description strategies that they spontaneously adopt when communicating spatial information. To do so, we dissociated the learning of the arrays from their description, and we did not constrain the interaction of partners when they reconstructed arrays.

In 18 pairs in our study, one participant, the Director, learned a table-top array of seven objects and later described it from memory to another participant, the Matcher, who reconstructed it by following the Director’s descriptions. Across three blocks, Directors learned arrays under different conditions, which varied in terms of what Directors knew about their Matcher’s viewpoint (i.e., the salience of the partner’s viewpoint). In the first block, Directors didn’t know that they would have to describe the array to a Matcher (No Intent condition). In the subsequent two blocks, Directors either knew that they would have to describe the array to a Matcher without knowing the Matcher’s viewpoint (Intent condition), or knew that they would have to describe the array to the Matcher and also knew the Matcher’s viewpoint, as the Matcher was co-present in the room during learning (Co-presence condition). The order of these two latter conditions was counterbalanced across pairs of participants, as was the degree of misalignment between partners during the description phase, which was 90°, 135°, or 180° across the three blocks.

The Directors’ memory of arrays was assessed prior to descriptions through two tasks. The first involved judgments of relative direction (JRDs), which asked Directors to imagine a specific location and orientation, and to point, using a joystick, to another object from that imagined perspective (e.g., Imagine being at the vase, facing the orange. Point to the button.). The 48 JRD trials included eight imagined headings (0°, 45°, 90°, 135°, 180°, 225°, 270°, 315°) and their order was randomized. Performance was assessed in terms of participants’ orientation latency (the time from
the offset of the instruction to adopt an imagined perspective to pressing the joystick button to indicate that they adopted that perspective) and their response latency (the time from the offset of the instruction to point to the target object to pressing the button to log their response after having deflected the joystick). Performance on JRD trials allowed us to determine the preferred direction participants used to organize the spatial relations in memory (e.g., Kelly et al., 2007). In a second task, Directors reconstructed the array by indicating the position of each object on a grid circle representing their table. This allowed us to assess their memory for relative positioning of objects and for systematic biases (e.g., Friedman & Kohler, 2003). The Matchers’ memory of the arrays they reconstructed was assessed through the same tasks after the description phase, allowing us to examine the extent to which their representations were organized similarly to the Directors’ and the extent to which these representations depended on the perspective of their Directors’ descriptions.

In Galati et al. (2011), we focused on the Directors’ performance in the memory tests and on the spatial perspectives they adopted in their linguistic descriptions. We found that, in the absence of advance information about the Matcher’s viewpoint (in the No Intent and Intent conditions), Directors encoded arrays egocentrically, being faster to imagine orienting to and to respond from perspectives aligned with their own. On the other hand, when the Matcher’s viewpoint was known in advance (in the Co-presence condition) it showed distinctive processing, at least when Matchers were known to be misaligned by 90° or 135°: Directors took longer to imagine orienting to headings aligned with these known viewpoints of their Matchers. We proposed that this was because, when orienting to headings aligned with their Matcher, Directors recalled their experience at learning and linked the Matcher’s viewpoint to their representation of the array, incurring a processing cost. The Directors’ array drawings also provided converging evidence for having represented their Matcher’s viewpoint in memory: in the Co-presence condition, when Directors knew their Matcher’s viewpoint in advance, their drawings showed a reliable rotational bias towards the Matcher and, to some extent, affected how distorted the relative positions of array objects were.

Directors also adapted the types of spatial descriptions they used according to the conditions at learning. However, advance knowledge of the Matcher’s viewpoint did not determine on its own the perspective of their spatial expressions—that is, Directors didn’t necessarily use more partner-centered expressions advancing the Co-presence condition. Instead, Directors’ descriptions suggested strategic choices: when perspective-taking was relatively easy for both partners (at the small offset of 90°), they used Matcher-centered expressions more frequently, whereas when coordination was more difficult and perspective-taking was more computationally demanding for them (at the oblique 135°), they opted for their own perspective, often upon explicitly agreeing with their Matchers to do so. In fact, such explicit agreement between partners happened most often in the Co-presence condition, when partners had known in advance they’d be offset by 135°. Thus, knowing in advance each other’s viewpoint enabled partners to mutually recognize when the communicative situation would be more demanding for each of them and to adapt their strategies accordingly to facilitate coordination.
Converging evidence regarding the partners’ mutual commitment to maximize efficiency in communication came from other global strategies, like the Directors’ overall perspective preference (which required over 70% of all person-centered expressions of a given block to be Director-centered or Matcher-centered). When Directors preferred their own perspective overall, they did so more frequently when offset by 135° from their Matcher, whereas when preferred their Matcher’s perspective overall, they did so more frequently when offset by 90°. The Directors’ initial description choices were also congruent with these strategies, as reflected by the alignment of the first two objects of their descriptions (i.e., whether these objects were aligned with the Director, the Matcher, or neither partner). When Directors knew about the subsequent description at learning, the initial perspective of their descriptions was more likely to be aligned with their own viewpoint when offset by 135° with their Matcher, and more likely to be aligned with their Matcher’s viewpoint when offset by 90° with their Matcher.

Together, these findings suggest that partners shared responsibility for mutual understanding and adapted to the communicative situation flexibly; the burden of perspective-taking wasn’t exclusively on the Director. Consistent with the principle of least collaborative effort (Clark & Wilkes-Gibbs, 1986), when partners recognized that one of them was likely to find the interaction difficult (e.g., when the Director described an array from a 135° offset), the other invested greater cognitive effort to ensure mutual understanding (e.g., the Matcher opted to interpret descriptions from the Director’s perspective) to minimize their collective effort.

In the next two sections, we focus on behavioral adjustments beyond those of Directors in order to assess, first, how the conditions under which Directors learned arrays affected the efficiency of partners’ coordination during the description, and then how the Matchers’ resulting memory representation were affected by these conditions and by their Directors’ description strategies.

4 Partners Consider Each Other’s Cognitive Demands When Coordinating in Spatial Tasks

Partners in a joint activity monitor and coordinate their behavior by *grounding*, or exchanging ongoing evidence about what they do or do not understand (e.g., Clark & Brennan, 1991; Clark, 1996; Brennan, 2004). As an index of the partners’ collaborative effort, we considered the number of conversational turns pairs took to reconstruct a given array. Uninterrupted stretches of speech by a Director or Matcher were counted as turns. Decreases in the number of turns suggest facilitation in grounding, whether due to a reduced cognitive cost of perspective-taking or due to successful coordination strategies (e.g., Clark & Wilkes-Gibbs, 1986).

In our study, practice on its own did not reliably influence the partners’ collaborative effort as reflected by their number of conversational turns: although pairs took overall fewer turns across the three blocks, this was only a numerical trend. As Figure 1 shows, the number of turns patterned differently across the different levels of misalignment between partners according to what the Directors knew about
their Matchers at learning. During the first block, the No Intent condition, when Directors had learned arrays without knowing about the upcoming description, partners took numerically (though not reliably) fewer turns to reconstruct arrays at the smallest offset of 90° relative to the other offsets. In the Intent condition, when Directors had learned arrays while knowing about the description but not their Matchers’ viewpoint, pairs took fewer turns numerically when they were counter-aligned relative to the other offsets. And in the Co-presence condition, when the Directors had learned arrays while knowing in advance the Matcher’s subsequent viewpoint, they took the fewest turns numerically when they knew the Matcher would be offset by 135°.

Fig. 1. Mean number of conversational turns across the three different levels of misalignment between partners, for each condition of partner salience

It may seem counterintuitive that partners tended to be more efficient when misaligned by the oblique and presumably computationally demanding offset of 135°, but their description strategies help contextualize this pattern. As we have found in Galati et al. (2011), when Directors knew they would be offset by 135°, they were more likely to use Director-centered expressions in their descriptions, having frequently agreed explicitly to do so with their Matchers, usually on their Matchers’ own initiative. Indeed, the Directors’ use of more egocentric expressions predicted the effort they expended when collaborating, as reflected by a reliable correlation with the number of turns: the greater the proportion of Director-centered expressions in the Co-Presence condition, the fewer turns partners needed to reconstruct the array.

Previously, we have claimed that when partners knew each other’s viewpoint in advance, they were better able to mutually recognize when coordinating would be difficult and to agree on a strategy that would alleviate the demands on the partner with the greatest responsibility for mutual understanding in the task. Here, with turns
as a proxy of partners’ collaborative effort, we can corroborate that the partners’ selected strategy (of reconstructing arrays with descriptions from the Director’s perspective) was apt and successful in making their coordination more efficient.

5 Speakers’ Descriptions Shape Their Partners’ Memory Representations

Given the strategies that partners deployed during spatial descriptions, we wanted to determine whether the Matchers’ memory representations were affected accordingly. Descriptions that differ in perspective, in terms of whether they involve a survey, bird’s eye perspective or whether they guide the reader or listener along a route, have been shown to lead to comparable performance in spatial tasks, presumably because in interpreting them people construct equivalent mental models for the environment (Taylor & Tversky, 1992). However, it’s unclear whether descriptions differing in person-centered viewpoint (i.e., whether they are egocentric vs. partner-centered) result in equivalent representations. Even though, based on such descriptions, people may construct spatial mental models that are equivalent in maintaining the spatial relations between objects, the preferred direction around which these spatial relations are organized may differ (see McNamara, 2003; Mou et al., 2004b, for a discussion of such allocentric representations having a preferred direction). This question hasn’t been addressed with spontaneously produced descriptions.

In Section 3 we reviewed our findings from Galati et al (2011), where we examined how the availability of the partner’s misaligned viewpoint influenced speakers’ spatial memories and descriptions. We established that the perceptual information available during the description influenced the perspective of Directors’ descriptions, with Directors using more Matcher-centered expressions when adopting their Matcher’s viewpoint was relatively easy (when misaligned by a small offset). Additionally, we established that when partners knew each other’s viewpoint in advance (in the Co-presence condition) they were better able to mutually recognize when perspective-taking would be most difficult for the Director (at the oblique offset of 135°) and agree on appropriate description strategies (describing arrays from the Director’s perspective). Given these findings, in this section, we address whether the distribution of perspectives in the Directors’ descriptions did in fact have an impact on how their Matchers organized their memory representations.

As we described in Section 3, the Matchers’ memories were examined in the same way as the Directors’, through JRDs and array drawings, after the description phase. To assess the preferred direction of Matchers’ memory for the reconstructed arrays, in the JRD task, we examined Matchers’ performance from headings aligned with their Director, from headings aligned with their own, and from all the remaining headings combined. Our goals were twofold: (1) first, to examine whether the Matchers’ performance would be affected by the conditions during the description (the misalignment between partners and what Directors had known about the description phase in advance), and (2) insofar as these conditions affected the Directors’ descriptions, as we had established in Galati et al. (2011), to examine whether Matchers’ performance from either person-centered perspective in the JRD task correlated with the perspective of the Directors’ descriptions.
Matchers’ orientation and response latencies were affected somewhat differently by the conditions during the description. In terms of orientation latencies, the Director’s perspective showed facilitation overall, as Figure 2 illustrates: Matchers were faster to orient to headings aligned with their Director than with themselves or all other headings. Notably, this facilitation of the Director’s perspective was reliable in the No Intent and Intent conditions, but not in the Co-Presence condition where both partners had known each other’s viewpoints in advance. The misalignment between partners during the description did not affect orientation times reliably, although, as Figure 2 suggests, when Matchers reconstructed arrays while offset by 135° from their partners, they were overall slower to adopt imagined headings than while offset by 90° or 180°.

![Fig. 2. The Matchers’ mean orientation latencies from headings aligned with Directors, from headings aligned with themselves, and from other headings, across the three levels of misalignment between partners](image)

On the other hand, in terms of response latencies, it was the Matcher’s perspective that showed facilitation, as shown in Figure 3. Matchers were significantly faster to respond from headings aligned with their own than the Director or other headings. This pattern that held (reliably or marginally so), regardless of what the Director had known in advance about the description. As with orientation latencies, the misalignment between partners did not affect response latencies reliably, although, again, when Matchers reconstructed arrays while offset by 135° from Directors they were slower to respond than while offset by 90° or 180°.
Both latency measures, however, were affected similarly by the Directors’ descriptions: the person-centered perspective of the Directors’ descriptions was associated with facilitation in terms of both orienting to and responding from that heading. For orientation latencies, this was the case when partners had been offset by 90°: the greater the proportion of Matcher-centered expressions in the Directors’ descriptions, the faster Matchers were to orient to headings aligned with their own, as suggested by a significant negative correlation. Considering that Directors were more likely to use Matcher-centered descriptions when offset by 90° than at greater offsets (Galati et al., 2011), we propose that the Directors’ descriptions reinforced the Matcher’s viewpoint as an organizing direction, and thus facilitated orienting to it. This negative correlation with Matcher-centered expressions also held for both latency measures in the Co-Presence condition, when Directors described arrays while knowing their Matcher’s viewpoint in advance: the greater the proportion of Matcher-centered expressions in the Directors’ descriptions, the faster Matchers were to orient to and respond from headings aligned with their own. Conversely, the greater the proportion of Director-centered expressions, the slower Matchers were to orient to and respond from headings aligned with their own. Additionally, when partners had been offset by 135°, as Matcher-centered expressions increased, Matchers were faster to respond from headings aligned with their own. That is, Matchers benefited especially from Matcher-centered expressions at the 135° offset, from which perspective-taking was demanding and from which Directors used primarily egocentric expressions in their descriptions (Galati et al., 2011).
6 Summary and Conclusions

The findings we report here contribute to a more nuanced understanding of partners’ coordination in spatial tasks and of the memory representations that support and emerge from this coordination. Our study allowed us to examine whether certain circumstances (namely, the misalignment between partners’ viewpoints and speakers’ advance knowledge of it) affect whether speakers spontaneously incorporate their partner’s viewpoint in memory and the description strategies they select to coordinate with their partners (Section 3). Additionally, our study allowed us to determine how these circumstances affect the efficiency of communication between partners (Section 4) and the memory representations that partners construct on the basis of speakers’ descriptions (Section 5).

The first main conclusion emerging from our work is that, in collaborative tasks, when encoding spatial information and when subsequently describing it, people consider the cognitive demands of perspective-taking on themselves and on their partner, and adapt their representations and description strategies accordingly. When the partner’s viewpoint is known while encoding spatial information, it seems to be represented, such that in spatial judgments orienting to it is slowed and in drawings the spatial configuration is rotated towards it. Also, knowing the partner’s viewpoint in advance seems to enable partners to mutually recognize when coordinating is difficult, and to explicitly agree on strategies that reduce the cognitive demands on the partner with the greatest responsibility for mutual understanding. Speakers readily adopt their partner’s perspective when perspective-taking is relatively easy, as when misaligned from their partner by a small offset. On the other hand, they opt for their own perspective, with their partner’s consent or even initiative, when perspective-taking is difficult, especially when this is known while encoding the spatial information.

This adaption is consistent with the view that the attributions people make about their partner’s ability to contribute to mutual understanding shapes behavior and leads to strategies that maximize the efficiency of communication (e.g., Duran et al., 2011; Brennan, 2004; Clark & Wilkes-Gibbs, 1986). Moreover, it underscores that the principles that govern coordination during spatial perspective-taking are not unlike those governing non-spatial perspective-taking (e.g., concerning their partner’s conceptual perspective, their knowledge, or agenda; Schober, 1998). Partner-specific adjustments during both spatial and non-spatial perspective-taking appear to emerge from cognitive constraints acting on memory representations for shared experiences (see also Horton & Gerrig, 2005; Metzing & Brennan, 2003); if information about the partner is readily available or easily computed, it can be represented in memory and affect perspective-taking behavior; otherwise it won’t.

Secondly, our findings suggest that the description strategies that partners select upon recognizing that coordination would be difficult are appropriate and successful in reducing their collective effort (thus maximizing the efficiency of communication). Partners who had known in advance that they would be misaligned by an oblique and computationally demanding offset were more efficient than partners who hadn’t known, as reflected by the turns they took to reconstruct arrays. In fact, partners were
numerically more efficient when they knew they would be misaligned by this oblique offset than by the other orthogonal offsets. The partners’ efficiency is consistent with their explicit agreement to use the perspective of the partner for whom the task was most difficult in this perspective-taking situation. Thus, when partners were better able to realize that coordinating would be difficult, they selected appropriate and successful strategies. Currently we are examining other aspects of partners’ coordination, beyond the effort they expended when coordinating. Specifically, by assessing the degree of distortion and rotational biases in how Matchers reconstructed the arrays on their tables (based on digital photographs of their reconstructions), we are investigating whether the strategies that partners deployed during the description affected not only their efficiency but also their accuracy in the task.

Additionally, our findings demonstrate that speakers’ descriptions affect their conversational partners’ resulting memory representations. The perspective of speakers’ descriptions predicted the perspective that was facilitated when the partner subsequently made spatial judgments. This was especially so when partners had known each other’s viewpoint in advance. The more speakers used partner-centered expressions in their descriptions, the more facilitation the partners showed for their own perspective; and conversely, the more speakers used egocentric expressions, the more facilitation the partners showed for the speakers’ perspective.

Finally, our findings suggest that the partner who is reconstructing arrays based on another’s spontaneous descriptions may represent both of their viewpoints in memory. Our Matchers’ orientation latencies showed facilitation of their Directors’ perspective, whereas their response latencies showed facilitation of their own perspective. It’s not clear why the two latency measures were affected differently. Perhaps Directors served as a salient cue that helped Matchers to quickly adopt their imagined heading, thus facilitating orientation latencies. This cue may have been less relevant when identifying the location of a target after having adopted an imagined heading, in which case only headings aligned with Matchers’ own showed facilitation in terms of response latencies. Nonetheless, Matchers appear to have represented both perspectives. This may be because Matchers, unlike their Directors, knew both of their viewpoints while they were reconstructing and learning arrays, and also because, despite any overarching preference, Directors’ descriptions in all pairs included both Director-centered and Matcher-centered expressions.

Here, a comparison of the two collaborating partners’ memory performance is pertinent. Previous studies have demonstrated that spatial information acquired through language results in memory representations that are functionally equivalent to those acquired through different sensory modalities (e.g., Avraamides & Kelly, 2010). Our findings don’t address the issue of functional equivalence directly, as Directors and Matchers learned arrays under circumstances that differed not only in whether spatial information was acquired from vision vs. from language, but in other ways as well. For instance, Matchers learned arrays during the course of reconstructing them, on the basis of spontaneous descriptions, and while always knowing their partner’s viewpoint. Directors, on the other hand, learned arrays through vision under non-interactive circumstances that were controlled, including with respect to whether or not they knew their partner’s viewpoint. Despite these differences, both Directors’
and Matchers’ memory performance highlights that people construct their memory representations using the partner-specific information that is available, whether this information is available through the perceptual environment of the communicative situation (including the partner’s position and orientation) or through descriptions emphasizing a particular viewpoint.

Together, our findings highlight some of the complex ways in which people adapt their memory representations and behavior when communicating spatial information. Future research can further clarify how coordination in spatial tasks, and the spatial representations supporting this coordination, are influenced both by partner-specific information and by egocentric preferences for organizing spatial information. But so far, it’s evident that partners do consider each other’s cognitive demands on the task when encoding and communicating spatial information. They are able to represent the partner’s perspective when available—whether perceptually or through language—and they behave contingently: one partner’s viewpoint influences the other’s memory and description strategies, and in turn that partner’s description strategies influences the other’s memory.
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Abstract. Graphical depictions of complex interactions pose a challenge to spatial reasoning. In this research, we tested whether analogical processes can be harnessed to help students learn to solve complex graphical reasoning problems. Specifically, we asked whether a brief training experience using spatial analogies could help students learn about stock-and-flow graphs. The basic idea of our intervention was to juxtapose contrastive graphs and encourage students to compare them. In two studies, we test the following predictions derived from structural alignment theories of analogy: (1) comparing contrastive graphs during training will lead to better performance in a graph-understanding task than will studying the same exemplars sequentially; and (2) comparing high-similarity pairs will lead to better performance than will comparing low similarity pairs. The results support both of these predictions, indicating that even a brief analogical comparison task can confer relational insight. Further, these results corroborate prior evidence that a structural alignment process underlies analogical comparison.
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1 Introduction

Comparison of exemplars is a powerful learning process that has been shown to improve learning in a variety of domains. Indeed, according to Gentner [1], “The simple, ubiquitous act of comparing two things is often highly informative to human learners… Comparison is a general learning process that can promote deep relational learning and the development of theory-level explanations” (pp. 247, 251). Analogical comparison has been shown to aid learning across a broad range of topics, ranging from preschoolers learning new words [2] through elementary school children learning estimation methods [3] to business school students learning contract negotiation skills [4]. Within the spatial domain, there is evidence that spatial analogies can help learners to extract and use common spatial structure between two exemplars. For example, preschoolers who are given a challenging mapping task from one model room to another perform better if they first compare two models than if they interact with the same two models one-at-a-time [5].
In this research we asked whether a brief analogical training experience, in which students were encouraged to make comparisons and identify contrasts, could help them learn important relational principles involved in complex graph integration problems. The outline of this paper is as follows. First, we lay out a theoretical framework for this work. We use the structure-mapping theory of analogy, which proposes that analogical comparison involves a process of structural alignment [6-7]. We then review research that illustrates how structural alignment is helpful for learning. Next we propose graph learning as a particularly fruitful domain in which to explore structural alignment as a learning tool, and introduce the specific kind of graphs that we investigated. We then present our experiments and review the results. We consider theoretical and applied implications of our findings, and close with a discussion of study limitations and future directions.

1.1 Analogical Comparison Fosters Learning

Comparison is a powerful learning process [3], [7-8]. According to Structure-Mapping Theory (SMT) [6], [9-10], this is because comparison entails a structural alignment process that promotes a focus on common relational structure. This allows learners to move beyond superficial, possibly idiosyncratic features of particular examples [2], [11-12].

Under Structure-Mapping Theory [6], [9-10], carrying out a comparison involves aligning two structured representations so that matching objects and relations are placed into correspondence with one another (structural alignment). Once aligned, inferences can then be projected from one representation to another. A key point of SMT is that common relations are more likely to be highlighted during comparison than are common object properties. This is because the structural alignment process favors matches that are connected to other matching information. For example, adults asked to match elements between two pictures are more likely to choose correspondences based on common relational role (rather than matching similar objects) if they have previously compared the two pictures [13].

Structural alignment paves the way for at least three distinct kinds of learning. First, as noted above, structural alignment highlights shared relational structure [4], [8], [13]. This can give rise to a new relational abstraction, which can then be transferred and applied to new situations [4], [8]. Second, rather paradoxically, highlighting commonalities also facilitates noticing differences that are connected to the shared structure, known as alignable differences [14-17]. A third consequence of structural alignment is that inferences may be brought from one situation to the other.

1.2 Analogical Comparison in Spatial Learning

While analogy (structural alignment) is a domain-general process, spatial analogy is a fundamental and pervasive kind of analogy. In spatial analogy, one or both analogs contain spatial relations. For example, one can use a cross-domain spatial comparison

---

1 Many current models of analogical comparison have adapted these basic assumptions of SMT (for reviews, see Gentner & Forbus, 2011; Kokinov & French, 2003).
to describe the layered structure of Earth by likening it to the layers of a peach. Several studies show that within-domain, concrete spatial comparisons facilitate spatial learning [5], [11], [43]. For example, young children are successful at learning a non-obvious spatial concept when asked to compare two spatial structures, one of which exemplifies the concept and the other which does not [43]. As another example, children learn novel spatial relations better when they compare two exemplars that depict the relation than when they see the exemplars separately [11]. Most studies on spatial comparison have focused on concepts and examples that are almost entirely spatial. An open question is whether providing a spatial comparison can facilitate learning spatial representations with a strong conceptual component, such as graphs and diagrams, where the spatial representation serves to illustrate concepts that are not themselves spatial. There is reason to think that spatial analogy can encourage conceptual learning; in natural language, space is frequently analogized to abstract domains (e.g., \textit{She was in between jobs}), indicating that spatial analogy can serve as a springboard for abstract, conceptual knowledge [45]. In this work, we begin to address the question of whether spatial comparison can simultaneously confer both spatial and conceptual relational insight. The current studies focus on learning about graphs, a particularly challenging type of spatial representation.

1.3 Graphs: A Complex Relational Task

Successful graph comprehension requires highly sophisticated spatial and conceptual reasoning. Graphs simultaneously convey spatial relations (one line above another) and conceptual relations (A exceeds B) [18]. It is widely accepted that graph comprehension entails at least three major, intertwined component processes [18-20]. First, viewers must encode the visual array and identify the important visuospatial relationships (e.g., a straight line slanting upward). Second, viewers must identify the underlying conceptual relations that those visuospatial relations represent (e.g., an increasing linear relationship between x and y). Finally, viewers must relate those relations to the variables depicted (e.g. a constant increase in carbon dioxide emissions over time). In sum, when one looks at a graph they must be able to simultaneously identify both the spatial and underlying conceptual relations depicted (see [21] for a related claim about diagrammatic representations more generally). Because of this relational complexity, it is not surprising that students of all ages have difficulties understanding graphs [18], [22-30].

Our question was whether analogical comparison—a process that promotes relational learning—would be a useful tool for learning the challenging spatial task of integrating complex graphical representations. In the experiments presented here, we focused on reasoning about stock-and-flow (SF) graphs. Conceptually, a stock is some entity amount that is accumulated over time by inflows and/or depleted by outflows. Stocks can only be changed via these flows. The amount of stock in a system is determined by the relationship between inflow and outflow: when inflow exceeds outflow, the stock will increase; when outflow exceeds inflow, the stock will decrease; and when inflow equals outflow, the stock will stabilize.
Stocks and flows are pervasive across domains—for example, they capture the dynamics of water in a bathtub (Figure 1), cash flow of a bank account, and CO2 levels in the atmosphere. These stock and flow relations are often depicted graphically, as in Figure 2. SF graph problems, even simple ones, are unintuitive and difficult, even for highly educated people with substantial training in science, technology, engineering, and mathematics (STEM) [23], [29-33].

Fig. 1. Stocks and Flows in a bathtub. The amount of water in the tub is the stock. Water entering the tub through the faucet is the inflow. Water leaving the tub through the drain is the outflow.

1.4 The Current Experiments

In this set of studies, we tested whether presenting spatial analogies between graphical systems can help students learn to reason about stock-and-flow graphs like those depicted in Figure 2. The basic idea of our intervention was to juxtapose contrastive graphs and encourage students to compare them. This intervention was based on two principles of comparison processing derived from structure-mapping theory: (1) abstraction: analogical comparison reveals common structure [2-3], [8], [13]; and (2) contrast: analogical comparison highlights alignable differences—differences along a common dimension or predicate that plays the same role in the common structure [15-16].

These principles, taken together, predict that if learners align two analogous but contrasting examples, the common structure will become more salient and any alignable differences will become more noticeable [16]. This prediction has been borne out in studies of relational mapping and transfer in adults [4], [34] and children [5], [35-37], [43], in both conceptual and spatial domains. For example, Gentner et al. [43] found evidence that comparison can help children learn a non-obvious spatial concept, namely that triangles confer stability in construction. Specifically, when children were shown two toy buildings, a stable one that contained a triangle and a wobbly one that did not, children could use the alignment between them to identify the distinctive part (the triangle) as important for stability.

A third principle that is particularly relevant for research on learning is that alignment is easier and less error-prone for novice learners (both children and adults) when the items being compared are highly similar in their surface features as well as in their relational structure, i.e., the items are literally similar [38-41], [43].
Fig. 2. A typical set of stock and flow graphs. The top graph depicts the changing rates of inflow from the faucet (solid line) and outflow through the drain (dotted line) over time. The line in the bottom graph shows the resulting change in the stock amount, i.e., bathtub water. Notice that as long as inflow exceeds outflow, the stock continues to rise. In contrast, when inflow equals outflow, the stock stabilizes.

Researchers suggest that the literal similarity advantage exists because object similarities support the required relational alignment. For example, in the part-learning study just described, young children (3-year-olds) were far better at aligning the creatures and noticing the contrasting parts when the pairs were highly similar (making them easy to align). Similar results have been obtained with adults. For example, Markman and Gentner [16] found that people list more relational similarities and alignable differences for literally similar scenes than for analogous scenes that contained fewer object- or surface matches. Even in online sentence processing, literal-similarity matches are processed faster than purely relational matches [42].
The studies consisted of a self-paced graph training task, followed by a set of graphical integration problems involving stocks and flows, which are described below. In the first study, we examined whether comparing examples leads to better performance on the graphical integration task than studying the same examples sequentially. In the second study, we varied the similarity of the pairs being compared during training, the details of which we will discuss later.

2 Experiment 1

2.1 Method

Participants. 32 undergraduate students from Northwestern University took part in the study individually or in groups of two. Participants completed the task in 15-25 minutes and for their time they received credit towards a course requirement.

Materials and Procedure. The experimenter gave one task booklet to the participant and upon completion they returned the booklet to the experimenter. The booklet contained a graph-training task followed by a graphical integration test. To make the task more concrete, all graphs were described in the context of CO₂ levels, where the stock was the amount of CO₂ in the atmosphere, inflow was the rate of CO₂ emissions, and outflow was the rate of CO₂ removal from the atmosphere (e.g., as it is taken up by plants).

Graph-Training Task. During the training phase, participants saw three examples of stock and flow graphs, similar to the graphs in Figure 3. To facilitate structural alignment, each example looked exactly the same up to the midpoint of the x-axis (time = 8). After the midpoint the examples differed in which of the three basic relationships between inflow, outflow, and stock they depicted: when inflow exceeded outflow, the stock was increasing; when outflow exceeded inflow, the stock was decreasing; and when inflow was equivalent to outflow, the stock was stable². Thus, each of the examples only differed in one key relation between the three variables. Participants were randomly assigned to the Sequential or the Comparison training condition. In the Sequential condition, participants saw the three examples on separate pages. After seeing each example, participants were asked to explain the graphs by describing “What is going on in the TOP graph” and also “What is going on in the BOTTOM graph” (emphasis in the original instructions). The order in which the examples were shown was counterbalanced across participants. In the Comparison condition, participants saw two examples side-by-side and were asked to describe both similarities

² There are several more complex relations involving changes in net flow and the shape of the stock graph, but systematically varying those would compound the number of examples to be used. Thus in these studies we only focus on the three most basic relationships between stock and flows.
and differences between the two sets of graphs by listing “What is similar about the TOP (BOTTOM) graphs” and “What is different about the TOP (BOTTOM) graphs” (emphasis in the original instructions). Participants in the Comparison group only saw two stock-and-flow graph examples at one time; in order to make sure they saw all three examples, we gave them two separate comparisons to make. Thus, the Comparison group saw one of the examples twice (in two different comparison sets). The repeated example and the position of the example on the page (left or right) were counterbalanced across participants.

![Example 1](image1.png) ![Example 2](image2.png)

**Fig. 3.** Sample Comparison Examples. The inflow/outflow (top) graphs are the same until the midpoint, when the inflow (solid line) trajectory changes. Likewise, the stock (bottom) graphs are the same up until the midpoint, when the stock trajectory changes, corresponding to the change in the inflow/outflow graph. In the training task, participants were directed to compare and contrast the top two graphs, and then compare and contrast the bottom two graphs.

**Graphical Integration Task.** We adapted the graphical integration task from Booth Sweeney and Sterman [23]. In their original study, highly educated graduate students were presented with a picture of a bathtub and graphs showing the inflow and outflow of water, then asked to draw the trajectory of the stock of water in the tub. We used similar problems, although they were introduced in the context of CO₂ levels in the atmosphere (Figure 3). Participants solved seven graphical integration problems.
The graph below shows a hypothetical pattern of CO₂, Emissions and Removal.

On the graph below, draw the pattern of Atmospheric CO₂ that would be produced by the Emissions and Removal pattern above. The green dot (*) at time zero shows the initial atmospheric CO₂ level.

**Fig. 4.** Sample Graphical Integration problem. Participants were given a graph that depicted inflows and outflows to the stock over time. They had to draw the resultant stock in the bottom graph.

### 2.2 Measures

**Problem Score.** For each graphical integration problem, participants received either 0 or 1 point. Participants received one point if their response maintained the three basic relations between stock and flow. For example, if the inflow was greater than outflow from t=0-8, then the participant needed to draw a stock that was continually increasing from t=0-8. Quantitative inaccuracies were not penalized. Participants could achieve a maximum score of 7 across the seven problems. Two raters blind to condition scored each problem. There was high interrater agreement, (96%, κ = 0.88); all disagreements were resolved through discussion.
2.3 Results and Discussion

Our prediction was that participants who were given the opportunity to compare contrastive graphs would perform better on the graphical integration problems. This prediction was borne out in the data. Participants who compared examples performed better (M=4.75, SE=0.49) on the graphical integration test than participants who studied the examples separately (M=3.32, SE=0.78), t(30)=2.18, p<.05, d=0.77. Why do we see this performance advantage for the Comparison group? We suggest that the act of comparing the graphs enabled people to both (1) identify the relations common to both graphs and (2) notice relational contrasts between them. That is, when learners were given the opportunity to align two analogous but contrasting examples, the common structure became more salient and the alignable differences between the graphs were more noticeable [16]. These two phenomena are exemplified in the similarity/difference listings from two of the Comparison participants:

- “From t=0-8 inflow exceeds outflow.” (Similarity)
- “From t=8-16 inflow still exceeds outflow in [the top left graph], but inflow is less than outflow in [the top right graph].” (Difference)
- “Both CO₂ contents increase from time 0 to 9” (Similarity)
- “In [the bottom left graph]; total stock CO₂ goes down after 8 yrs. vs [the bottom right] graph where the stock CO₂ value continues to increase.” (Difference)

Our results are consistent with the claim that the structural alignment process both highlights common relational structure and accentuates alignable differences. Furthermore, these data suggest that spatial analogy can facilitate learning about spatial representations with a strong conceptual component. In experiment two, we wanted to test a further prediction of structural alignment models of analogical comparison—namely, comparing examples that share greater overall similarity (i.e., surface and structural similarity) will be more beneficial for learning than comparing examples where there is less surface similarity.

3 Experiment 2

Prior work demonstrates that structural alignment is easier for learners when the items being compared are highly similar in their surface features as well as in their relational structure [38], [43]. The claim is that, in cases of high similarity, surface similarity works in the service of relational similarity, and thus effectively guides learners to the correct alignment. Maximizing the likelihood that a learner achieves a successful structural alignment increases the likelihood that they will notice important relational commonalities and differences. Thus, a greater likelihood of successful alignment should translate into a greater likelihood of successful relational learning. Several studies have demonstrated a learning advantage for high similarity comparisons. In the toy building task mentioned above, children learned better when the two compared buildings shared high surface similarity, in contrast to low surface similarity [43]. Most
studies that report a high similarity advantage in learning by comparison have focused on children’s learning [5], [11], [43]; our question is whether we will see a similar advantage for high similarity with adults in a complex arena such as graph integration. In this study, we varied the similarity of examples that participants compared during training. Participants either compared graphs that shared both relational (structural) similarity and surface similarity—i.e., they had high overall similarity—or they compared graphs that shared structural similarity but were perceptually dissimilar—they had low overall similarity.

3.1 Method

Participants. 62 undergraduate students from Northwestern University took part in the study individually or in groups of two. Participants completed the task in 15-25 minutes and for their time they received credit towards a course requirement.

Materials and Procedure. The procedure was as in Experiment 1—an experimenter handed a booklet to the participant. Upon completion the participant gave the booklet back to the experimenter. The booklet contained a graph-training task followed by a graphical integration test.

High Alignment vs. Low Alignment Training. All participants compared examples during training, what differed was the overall similarity between the examples. One group of participants compared example graphs that shared both structural similarity and perceptual similarity. Specifically, the compared graphs contained the same relations between variables. For example, in Figure 3 both of the top graphs show outflow above (exceeding) inflow from t=0-8. In addition, the trajectories or shapes of the lines in the graphs were similar; in Figure 3, for example, the outflow line is parabolic in both graphs. These graphs were considered highly alignable because they shared both relational and surface similarity. For the sake of clarity, we call this the Same Shape training condition. Another group of participants compared graphs that maintained relational similarity, but were less perceptually similar. Thus, the same relations between inflow, outflow and stock were present (e.g., outflow exceeds inflow), but the shapes of the variable lines were different (e.g., the inflow was a parabolic function in one graph and an exponential function in the other). These graphs were considered less alignable because surface similarity could not facilitate alignment to the same degree. We call this the Different Shape condition. Participants were asked to list the similarities and differences for each comparison set, as in Experiment 1.

Graphical Integration Test. The graphical integration test was as in Experiment 1.

Measures

Problem Score. We scored each graphical integration response as in Experiment 1. For each graphical integration problem, participants received either 0 or 1 point, for a maximum of 7 points across seven problems.
3.2 Results

As predicted, participants who compared Same Shape examples performed better on the graphical integration problems ($M=4.35$, $SE=0.40$) than those who compared Different Shape examples ($M=3.32$, $SE=0.47$), $t(60)=1.67$, $p<0.05$, $d=0.42$, one-tailed. Overall, these results are consistent with our prediction that performance is related to the ease of alignment, with students who were exposed to High Alignability (Same Shape) training performing better than those that were exposed to Low Alignability (Different Shape) training. Comparing highly similar graphs enabled people to more easily identify the important relational commonalities and differences between the graphs, as exemplified in one participant’s similarity/difference listings:

- “For the first 8 years, the CO$_2$ removal (outflow) is greater than CO$_2$ emission inflow” (Similarity)
- “After 8 years, [the left graph] has a greater inflow than outflow while [the right graph] has same amount of inflow and outflow” (Difference)

In contrast, comparing less similar graphs made it more difficult for people to focus on the relevant relational commonalities and contrasts. Below is a representative similarity/difference listing for participants in the Different Shape condition. These participants tended to describe superficial characteristics of the graphs rather than relational aspects.

- “They both measure inflows and outflows of CO$_2$; they have the same key, and the same axis measurements; same colors; same titles” (Similarity)
- “[The left graph] is smooth; [the right graph] is straight until sharp junction” (Difference)

In sum, we found that pairs that were easier to spatially align (because they were perceptually similar) were more helpful in training, and led to better performance on the graphical integration test, than pairs that were more difficult to align. These results are consistent with the claim that, in early learning, comparing examples that are readily alignable—such as pairs that share overall similarity—is especially beneficial [5], [37], [43].

4 Discussion

These experiments provide initial evidence that the principles of structure-mapping can be used effectively to promote students’ learning in a domain with a high degree of relational complexity. Specifically, spatial alignment (spatial analogy) of examples facilitated the sophisticated spatial and conceptual reasoning required for the task. Participants who compared examples of stock-and-flow graphs during training were able to transfer their understanding to graphical integration problems. Our results also support the claim that ease of spatial alignment contributes to graph learning. Participants who saw perceptually similar graphs were better able to align them and notice
the key relational commonalities and differences between the variables on the graphs—e.g., that inflow exceeds outflow. This advantage for ease of spatial alignment is consistent with prior findings on spatial learning [5], [43].

In future work, we aim to further explore variability in the surface and structural similarity between examples. It would also be useful to identify other aspects of graphical examples that may make them easier or harder to align. Another issue that should be explored is how to better facilitate learning via comparison. In our studies, overall performance across conditions was not at ceiling—participants have room to grow in their learning. In addition to exploring the issue of optimal variation in examples, it would also be useful to develop ways to guide the comparison process more effectively. In the above studies, the comparison task was fairly open-ended—people were only asked to describe similarities and differences between the graphs. Prior work has shown that greater scaffolding during the comparison process leads to better learning [44]; it seems likely that constructing a more guided comparison task would be advantageous for helping students hone in on the multitudinous and complex relations embedded within graphs.

Overall, our findings offer evidence that spatial analogical alignment can be used effectively for graph learning. In our study, detailed predictions from structure-mapping theory and research were found to be applicable for promoting students’ graphical learning and reasoning.
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Abstract. In each of the three presented studies kindergarten children and school children walked a path of about one kilometer in a macro environment. At up to six locations subjects stopped and were asked to point into the direction of the path origin with their outstretched arm and finger and later with a mechanical pointer or, in the case of the virtual environment, with a laser pointer. Pointing accuracy was taken as a measure for path integration. Kindergarten children from small German towns and from a primary school in Namibia as well as school children from Munich were tested. The Munich school children were also assessed in a virtual reality condition. Results indicate that children’s activity reports influence pointing accuracy. Implications for gender differences and ideas on affordances of children’s future real environments are discussed.

Keywords: Spatial activity, children, path integration, pointing, virtual reality.

1 Introduction

Experiments with animals convincingly demonstrated a mechanism called „path integration“ (e.g. Maurer & Séguinot, 1995), a processing of travel information, which enables shortcut finding after walking a new path with several segments. Path integration can be defined as the ability to demonstrate knowledge about bearing and distance of the direct connection between two not directly related points. In humans path integration can be measured by differences between distance estimates and true distance or by angular deviations between pointing direction and true direction e.g. walking a path with several turns and at the end pointing to the origin (starting point). Path integration in animals has been established by observation of shortcut-behaviour. Etienne, Maurer and Saucy (1988) proved the importance of visual and motor information systems for path integration in rodents.

However, in one of the best-known theories of spatial representation in humans (e.g. Siegel & White, 1975), it is assumed that survey knowledge has to be installed before human persons are able to find shortcuts: Landmarks serve as anchor points for route knowledge. The routes have to be integrated into a network of landmarks and
routes, combined with certain features such as bearings and distances. According to Siegel and White (1975) survey knowledge is necessary primarily to shortcut finding or pointing ability. Now it is well accepted that the involved processes are more sophisticated.

1.1 Cognitive Processes Involved in Path Integration

Dead reckoning is a strategy where actual information is continuously integrated to stay informed about the position relative to a reference point, e.g. home. Piloting is mainly based on external acoustic or visual signals. Dead reckoning uses internal and external information about velocity and direction. Both mechanisms seem to work complementarily for spatial orientation in macro spatial environments (Etienne, 1992). Most daily tasks involve coordination of self-to-object distances and direction (Rieser & Pick, 2007). Distance estimation is known to depend on visual and acoustic ("optical and auditory flow cues", see Rieser & Pick, 2007) as well as body sense information (e.g. Kearns, Warren, Duchon, & Tarr, 2002; Popp, Platzer, Eichner & Schade, 2004). Locomotion is crucial in this process of updating spatial position information (Rieser & Pick, 2007).

The ability to know the bearing to the origin of a walked path, hence to be able to point to this target which cannot be seen at the moment of pointing, is only one component emerging from the spatial information updating process. As integration processes with respect to walking along several path segments are assumed, this will be called path integration. Dead reckoning is hence an important component of path integration. Dead reckoning suffers from drifting errors, resulting from inexact spatial updating. These drifting errors are probably small with short paths, and they probably accumulate to relevant deviation angles in pointing, when the path gets longer. Hence, additional external information is needed to improve the spatial information system and to render information about the own position more reliable (Newcombe & Huttenlocher, 2000). A cognitive map as a mental representation, i.e. personal spatial knowledge resulting from experiencing spatial activities, may provide further information to improve actual position information (Rieser & Pick, 2007). Even pre-school children obviously use both kinds of information, path integration (i.e. spatial updating in a kind of dead reckoning process) and cognitive maps (i.e. personal spatial knowledge). Both, drifting with longer paths and better pointing in familiar surroundings can be demonstrated experimentally (Neidhardt, 2002). Distance of the walked path and familiarity with the surrounding are clearly situational factors that affect pointing accuracy.

1.2 Research Focus

The focus here is on dispositions, competencies emerging from spatial activity experiences in a more abstract sense. Several authors have claimed that orientation abilities have to be learnt as well as other cognitive abilities (e.g. Rieser & Pick, 2007). For the
special path integration competence measured by pointing to the invisible origin of a path just walked it was shown that preschoolers who have places outside their homes where they go on their own, unaccompanied, show better pointing in real as well as in virtual environments (e.g. Neidhardt & Popp, 2010). School children with more real world spatial activity experience also have better results when pointing to invisible objects at locations just passed by while walking (Neidhardt & Schmitz, 2001).

Here the thesis will be proved more systematically, integrating aspects of cultural comparisons. Cultural differences implying different home ranges (i.e. areas where children can move without being surveyed) have been claimed to be responsible for a range of spatial abilities, for example for memory of location (Ecuyer & Robert, 2004). They are also discussed as source of gender related differences in many aspects of spatial cognition.

For all studies presented below, the hypothesis to be tested is whether children with more spatial experience show better pointing accuracy in path integration tasks than children with less spatial experience.

2 General Methods

For kindergarten children the decisive factor will be the answer to the question if there is any place outside home where they go on their own, without parents or other guiding people. For school children this question is no longer valid as separation predictor between high and low spatial experience groups: Children in Germany normally still walk to school unaccompanied. Exceptions are children in very large cities: in the Munich school children sample there were only few who reported to get to school on their own without parents or older children going with them. The other school children were asked if they spend a lot of their free time “roaming around”.

In all studies presented below the environments differed in many aspects, yet we carefully chose paths with similar characteristics: They all were of about one kilometer length, there were six pointing locations from where the origin of the path (target where the children had to point to) could not be seen nor any adjacent potential landmark, and the correct pointing direction from each of the pointing locations deviated more than 30° from the path so that just pointing back could not be successful.

3 Study 1

In the first experiment 33 children (four to six years old) from a kindergarten in Wetzlar, a small rural German town, were led along two paths of about one kilometer each. The two groups compared differed in the time they normally spend outdoor in the forest. As in general, the hypothesis for this study is that spatial experience predicts pointing accuracy.
3.1 Method

Subjects: 20 boys and 13 girls from a kindergarten in the small rural town Wetzlar participated in this experiment. About half of them (13 boys and 3 girls, mean age $M = 5.30$ yrs, $SD = 1.05$ yrs) were members of a forest project team: For at least six months they had not entered the kindergarten building. They had chosen to spend all their kindergarten time outdoors in the forest. A little site caravan there served as shelter for this group. This group will be called “the forest group”. The other half of the children (7 boys and 10 girls, mean age $M = 4.94$ yrs ($SD = 1.04$ yrs) had never been part of the forest project team. They will be named “the indoor group” – which, strictly speaking, is not accurate as every German kindergarten group enjoys outdoor activities.

Procedure: The children were tested individually. First they answered to some interview questions about demographic data and way finding experience („Are there places you are going to alone, without your parents, for example to see your friends?“). This short interview served as warming-up procedure between child and experimenter. After the interview the child was asked to accompany the experimenter on a path leading either from the kindergarten (town path) or from the site caravan in the forest (forest path) to an endpoint about half a mile away. The town path lay in an area of small houses with little gardens, while the forest path lead to a little river. On their way, children were asked to point to the kindergarten or to the site caravan (target), respectively from six different locations. The target or any direct hint to the target could not be seen from any of the pointing locations. Pointing was first done directly without any additional instrument, and was measured via compass. In a second assessment children had to use a pointer to show the correct bearing. This procedure was chosen because earlier tests had proven that children’s pointing performance gets worse when they only use the pointer and the experimenter’s bearing assessment is better when looking at the pointer compared to reading the compass. Absolute deviation between the correct bearing according to GPS information and children’s pointing was taken as pointing accuracy.

3.2 Results

First we compared the forest group’s and the indoor group’s pointing results. Contrary to our expectations in the ANOVAs with group (forest vs. indoor group) as independent factor and pointing error (in degrees) as dependent factor there were no significant differences for the path in the forest and only a small effect ($F(1,32)= 4.3$, $p<.05$, $\eta^2=.12$) in the town.

In a second analysis we put all children together and formed new groups: the “alone group” with children who answered “yes” to the question if there were places outside home they went without company (n=11) and the “accompanied group” with children who said that there were no places outdoor which they visited on their own (n=22).
As can be seen from figure 1 the “alone group” performs clearly better than the “accompanied group”: In analyses of variance with individual travel as independent factor (walking alone vs. always accompanied) this difference is significant for the forest path \( F(1,32)= 5.9, p<.05, \eta^2=.16 \) and very clear for the town path \( F(1,32)= 13.8, p<.001, \eta^2=.32 \). Taken together and controlling for adherence to the forest group or the indoor group in a 2 (walking alone vs. always accompanied) x 2 (forest path vs. town path) analysis of variance with group adherence as covariate, and path (forest vs. town) as repeated measure the effect is still significant \( F(1,30)= 12.5, p<.005, \eta^2=.29 \). The interaction effect for path (forest vs. town) x group adherence fails to reach significance \( F(1,30) = 3.2, p<.10, \eta^2=.10 \), all other effects are far from reaching significance \( p>.10 \).

### 3.3 Discussion

This experiment shows that “outdoor activity” in itself seems not to be the important factor but rather the question if the children are allowed to take responsibility for their path finding. Still, evidence for this hypothesis cannot be convincing from this study alone as the groups are rather small.

In the last years 190 kindergarten children in seven studies were conducted in about the same way (Neidhardt, 2004): Children walked paths in familiar surroundings starting at the kindergarten. At several locations they were asked to point to the kindergarten door. Path integration was assessed as described above as absolute deviation from correct pointing. The meta analysis from these data shows very clearly that “alone group” children perform better than “accompanied group” children (fixed combined effect of the seven studies: \( \text{Hedges' } g(7,72,118) = .53, p<.001 \)). Our interpretation to this finding is that children’s experiences in taking responsibility for outdoor wayfinding improve spatial orientation competencies relevant for path integration.
4 Study 2

Only recently our “forest children” group was compared to a group of kindergarten children in Namibia, Africa. Those children usually go everywhere on their own. Therefore their pointing accuracy was assumed to be even better than the accuracy of German “alone group” children. Other potential factors may work in favour of this hypothesis as less building density or against this hypothesis as the fact that children’s homes are farther away from their kindergarten in the African compared to the German sample, yet we estimated these factors not to be as influential as children’s self-initiated outdoor experience.

4.1 Method

Subjects: In the Namibia study 14 boys and 16 girls from Mphe Thuto Primary School in Tjsaka participated. Mean age was 5.6 yrs (SD = 0.4 yrs). All children were “alone group” children: All stated that they would go on their own everywhere they wanted in their free time.

Procedure: The procedure was the same as for the German children. The path was chosen so that the Namibian children could not see the origin of the path, Mphe Thuto Primary School, from any of the six pointing locations. The study was conducted in Namibia by Sarah Monzel.

4.2 Results

As can be seen in figure 2 the Namibian children clearly outperformed the German children.

![Fig. 2. Pointing accuracy of kindergarten children in Namibia compared to German children who go alone (middle) or do not go alone to places outdoor](image-url)
The difference is significant even if only the German “alone group” is taken into account (ANOVA with country (German vs. African children) as independent variable and with absolute difference to correct bearing when pointing to the kindergarten door as dependent variable: \(F(1,40)=9.8, p<.005, \eta^2=.20\)). The German sample is small, however, the other German samples do not perform better as every other comparison also shows Namibian children’s superiority in this task.

4.3 Discussion

From earlier studies (e.g. Neidhardt & Popp, 2010) it is known that 20° is measuring variation in this task. Even if African children can point more accurately this cannot be measured with this kind of task. This means that within measuring accuracy the kindergarten children from Mphe Thuto Primary School in Tjsaka show perfect path integration. Evidently, our interpretation that the huge home range in the Namibian sample may be responsible for their good results cannot be more than a further hint as there are many other differences between German and Namibian children than just wayfinding experience.

5 Study 3

Munich is one of the big German cities with lots of traffic. Here, children in first and second grade are brought to school by their parents. Even in second grade about half of the pupils are not allowed to visit their friends on their own. In this study second grade children were brought to an unfamiliar surrounding within the Universität der Bundeswehr Campus. As before it was supposed that children who go outdoor on their own (“alone group”) show better pointing accuracy in the path integration task than the group of children who are always accompanied (“accompanied group”). In this study the main question was if there was a difference between real and virtual environments in the spatial activity effect.

5.1 Method

Subjects: 39 second graders from two classes of an inner city school in Munich (19 girls, 20 boys) with a mean age of 7.6 yrs (SD=0.6 yrs) participated in this study.

Procedure: The experiment took place on the campus of the Universität der Bundeswehr in Neubiberg in the south east of Munich. The area consists of approximately 100 buildings, nested between dense vegetation with small paths and without any road names and other orientation aids. The children were brought by bus to the university campus for two days together with their teachers. School lessons were given in one of the campus rooms. Children individually left their class and were brought to the starting point of the real walking path or to the vision dome. The VR “NeuViberg” is a nearly perfect copy of the reality. It is shown to the subjects in form of an immersive 180° projection in a 5m VisionDome device. (s. figure 3).
All children were tested first in the real world condition and then in the virtual environment.

*Real world condition:* As starting “point” a large stone had been chosen. Children were first asked to point to the stone with the pointer to get used to it. As in the studies before these children walked a path on the university campus of about one kilometer length, but this time it was certain that they did not previously know the path as the campus is not open to public. At six locations along the path, the children were asked to point to the starting point (stone) which was invisible from the pointing locations.

*Virtual environment condition:* Each child was positioned in the center of the Vision-dome, looking towards the starting point. The experimenter demonstrated the appearance of the rotating scene and trained the use of the fixed pointer to indicate directions (see above) using the position of the piece of rock as the starting point. After that, each child walked virtually to the six pointing locations. At each pointing location the scene started to rotate and the child was asked to say “stop”, whenever the fixed pointer in the center of the rotating scene pointed to the direction of the rock at the starting place. That direction was noted.

### 5.2 Results

When relating the results of the Munich second graders in an unfamiliar real world surrounding (figure 4, left columns) to those of small town kindergarten children in a familiar environment (figure 1) it is obvious that the pointing errors are about the same size but that standard deviations are larger in the unfamiliar surrounding. Pointing errors obviously get much larger in the virtual environment.
Fig. 4. Munich second graders’ pointing accuracy at the Universität der Bundeswehr campus

The differences between children who said that they were allowed to visit their friends on their own (fig. 4, grey columns, “alone group”) and those children who were denied this possibility (fig. 4, black columns, “accompanied group”) were only marginally significant in both the real world and the virtual reality environment, due to huge standard deviations. Still it can be seen that there is no interaction effect ($\eta^2<.01$). The activity factor is working in both conditions, in the real world as well as in the virtual environment condition. Taken together the effect is statistically significant (2 factor (alone vs. accompanied) ANOVA: $F_{1,36}=6.5$, $p<.05$, $\eta^2=.15$).

5.3 Discussion

Even though the activity effect is small it can still be demonstrated despite the difficulty of the path integration task in a very complex unfamiliar real or virtual surrounding.

6 General Discussion

In all three studies it was shown that children who report to be allowed to go outdoors on their own and who evidently make use of this liberty show better pointing results. Spatial orientation, measured here with a very special task, seems to be better in those “alone group” children. Choosing their own path seems to help children develop this competence. A very convincing argument is the finding that children who are not restricted in their freedom of movement outdoor in Namibia, show almost perfect pointing accuracy. Children’s environment in Germany’s big cities prevents many school children even in first and second grade from exploring their environment on their own. In a Munich sample of second graders as in a lot of kindergarten samples self directed outdoor path finding seems to make a difference in spatial orientation.

Between studies children varied with respect to cultural environment: In study 1 children from Wetzlar participated, a small German town, in study 3 children from
Munich, one of Germany’s largest cities, in study 2 children from Wetzlar and from Tjsaka in Namibia. They all go to school or kindergarten, yet there are probably huge differences in many aspects of their daily life. Our studies focused on one aspect only: children’s self-guided, i.e. unaccompanied activities outdoors. This factor was estimated by asking the children and it quasi-experimentally varied between groups. Ignoring all other possible sources this factor showed significant effects for children’s bearing estimates in all three studies.

From many studies we also know that in Germany girls are more often in an “ac- companied group”. Sex related differences are not focused here. Restricted home range does not only hinder spatial development in girls: German towns and cities seem to give priority to traffic fluency, thereby discouraging parents to allow children to explore their “natural” surrounding on their own. If we want our children to develop normal spatial competencies city planners should reflect about priorities. Children need safe areas near their homes.
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Abstract. The male advantage in the mental rotation of two- or three-dimensional objects in mind is well documented across various age groups. The current study examined the influence of task characteristics on this gender difference by comparing the mental rotation performance of 148 fifth-grade boys and girls in three stimulus conditions (male-stereotyped objects, female-stereotyped objects, Shepard and Metzler’s cube figures) and two rotational-axis conditions (rotations in picture plane only vs. rotations in depth). In line with the hypotheses, boys slightly outperformed girls in the in-depth condition, but not in the picture-plane condition. Unexpectedly, however, boys tended to outperform girls in the female-objects task. Overall, results suggest that rotational axis is more influential in determining the gender difference than the stereotyped nature of the stimuli. Findings are discussed with regard to the influence of working memory on mental rotation.
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1 Introduction

1.1 Theoretical Background

In mental rotation, which is a subcomponent of spatial abilities and refers to the rotation of two- or three-dimensional objects in mind, male subjects are usually found to outperform female subjects [1]. The male performance advantage has been demonstrated in various age groups, including pre-adolescent children [2-6] and infants [7-8]. With regard to the gender difference in age groups younger than ten years, results are however mixed [e.g. 4 vs. 5-6]; therefore, the age in which the male advantage emerges is still a controversial topic. The causes of the gender effect in
mental rotation are most appropriately conceptualized within a psychobiosocial framework [9-10], because both biological factors, e.g. specific genes [11-12] and sex hormone levels [13], and socio-cultural processes, e.g. stereotypes [14], gender role identity [15-16] and patrilineal versus matrilineal society structures [17] have been found to influence the spatial test performance of male and female subjects. Some findings suggest the gender difference in mental rotation to depend on task characteristics [18]. The largest gender effect of about one standard deviation has been found in the “Mental Rotations Test” [MRT, 19-20]. This might be due to several features of the MRT, among them stimulus material and rotational axis. The MRT requires the mental rotation of cube-figures drawings with foreshadowed depth dimension, originally designed by Shepard and Metzler [21], in all three Cartesian axes, and both stimulus characteristics and dimensionality/axis of the rotation might contribute to the gender difference.

With regard to stimulus features, gender stereotypes as well as the degree to which stimulus-similar objects are part of the everyday environment of male versus female subjects might contribute to the gender effect. Objects similar to the cube figures of the MRT, like blocks, dominos, cube puzzles, and LEGO material, are more frequently part of boys’ environment [22-23]. Because of the gender difference in stimulus familiarity, boys are more likely to process such stimuli holistically [24], which might in turn support efficient mental rotation. Furthermore, cube figures might activate gender stereotypes of male superiority because they remind of male-stereotyped objects and thus lead to stereotype threat effects [14, 25].

Usually, the cube figures of Shepard and Metzler [21] are used in in-depth rotation tasks, i.e. target stimuli have to be rotated not only around the picture-plane z-axis, but also around the depth-plane y-axis. Neuburger et al. [6], who assessed the mental-rotation performance of elementary-school children, used picture-plane rotation of the cube figures and found a considerably smaller male advantage in fourth graders than Titze et al. [5], who used in-depth rotations. Thus, in addition or alternatively to stimulus features, rotational axis provides an explanation for the large gender effect that is found in the MRT compared to other mental-rotation tasks.

However, the greater size of the gender effect in the MRT might also simply be explained by task difficulty, which in turn is probably influenced by both stimulus features and rotational axes [26]. In order to test this assumption, it seems reasonable to compare male and female subjects’ performance levels across several mental-rotation tasks, thus examining if the size of the gender effect simply varies as a function of task difficulty or if there are certain task characteristics (e.g. stimulus features or rotational axis) that differentially affect male and female subjects’ performance beyond task difficulty.

Since the gender effect in the MRT is reliably found from the age of ten years onwards and since male and female subjects’ mental-rotation strategy has been found to differ already in fifth graders [27], the age group of fifth graders was chosen for the current study, which examined the effect of gender-stereotypical stimuli and rotational axis on the gender effect in mental-rotation performance.
1.2 Design and Hypotheses

The study had a 2x2x3-mixed design with the between-subjects variables gender and rotational axis and the within-subjects variable stimulus material. Subjects solved three mental-rotation tasks, each with a different stimulus type (male-stereotyped objects, female-stereotyped objects, cube figures). About half of the subjects solved picture-plane mental-rotation tasks, in which the target stimuli had to be rotated only around the Cartesian z-axis, and the other half of the subjects solved in-depth rotation tasks, in which target stimuli were additionally rotated around the Cartesian y-axis. Rotational axis was varied between subjects for practical reasons (participating schools allowed a test duration of one lesson only); furthermore, substantial order effects would have been likely to occur in a within-subject design in which children would have solved two rotation tests with the same stimulus material, because stimulus familiarity has been found to induce substantial training effects and changes in strategy use [24, 28], and these order effects would have complicated the design and data interpretation. Stimulus material was varied within subjects so that correlations between the three tasks could be computed as a preliminary validity indicator of the newly designed male- and female-objects tasks. It was expected that the male advantage would be larger in the in-depth rotation tasks than in the picture-plane tasks, and also larger with the male-stereotyped objects and the cube figures than with the female-stereotyped objects.

2 Method

2.1 Participants

By contacting local schools, 148 fifth graders, who were between 9.50 and 11.92 years old (M = 10.71 years; SD = 0.37) were recruited to participate in the study. As tests were administered in classes, each class was randomly assigned to one of the two conditions. In the picture-plane condition, 60 subjects (41 boys/19 girls) were tested, and in the in-depth condition, 88 subjects (56 boys/32 girls) were tested. There were no significant age differences between the two conditions or between boys and girls (all p > .10). Parents as well as the participants themselves gave their written, informed consent.

2.2 Material

Task format was the same as in the “Mental Rotations Test” of Vandenberg and Kuse [19]. The paper-pencil tasks consisted of twelve test items with one target on the left side and four comparison stimuli on the right (see Fig. 1). Two of the four comparisons were rotated versions of the target and had to be crossed out by the participants. The male and female stereotyped objects were constructed with 3ds Max 2012 (http://www.autodesk.de). The male test items were: car, digger, soccer goal, hammer, cannon, model airplane, corsair, revolver, saw, screw wrench, toy soldier, and tractor. The two male practice items were: truck and screw driver. The female test items were: buggy, ballet slipper, ironing board, iron, hairbrush, handbag, necklace, dress, pot, doll, hair ribbon. The two female practice items were: mirror and teapot. The cube-figures task was taken from Titze, Jansen, and Heil [29]. In addition to the mental-rotation tasks, a questionnaire of perceived gender-stereotyped nature of the
stimuli was administered, in which the male and female objects and one cube figure were displayed in a random order and rated by the subjects on a scale from 1 (“typical for boys”) to 5 (“typical for girls”).

2.3 Procedure

Before administering the first mental-rotation task, the concept of “mentally rotating objects” was introduced by rotating a real, familiar object (a pair of scissors) in front of the class. In the next step, the mental-rotation task was explained on an overhead projector, and 2-3 practice items were solved. In each class, the cube-figures task was administered after the two other tasks; in half of the classes, the male-objects task was solved before the female-objects task, and in the other half of the classes, the female-objects task was solved before the male-objects task. For each task, subjects had 3 minutes to correctly solve as many items as possible. After finishing the three mental-rotation tasks, the questionnaire assessing the perceived gender-stereotyped nature of the stimuli was administered.

<table>
<thead>
<tr>
<th>Male Objects/picture-plane</th>
<th>Male Objects/in-depth</th>
<th>Female Objects/picture-plane</th>
<th>Female Objects/in-depth</th>
<th>Cube Figures/picture plane</th>
<th>Cube Figures/in-depth</th>
</tr>
</thead>
</table>

Fig. 1. Example items from the mental-rotation tasks (male objects/picture-plane, male objects/in-depth, female objects/picture-plane, female objects/in-depth, cube figures/picture plane, and cube figures/in-depth)

3 Results

Analysis of the gender-stereotyped nature questionnaire showed that the mean ratings of the male objects (M = 1.67; SD = 0.44) significantly diverged from 3 (“neither typical for boys nor for girls”) towards the male pole of the scale, t (147) = 36.67; p < .001, while the mean ratings of the female objects (M = 4.29; SD = 0.33) significantly diverged from 3 towards the female pole of the scale, t (147) = 47.81; p < .001.
Although the mean ratings of the cube figure were close to the gender neutral value (M = 2.69; SD = 0.72), they also differed significantly from 3 towards the male pole, t(146) = 5.17; p < .001. Thus, the gender-stereotyped nature of the stimulus material was confirmed.

In both rotational axis conditions, the three mental-rotation tasks correlated significantly: In the picture-plane condition, the highest correlation was found between the male-objects and the female-objects task (r = .71; p < .001), and the female-objects task correlated more strongly with the cube-figures task (r = .60; p < .001) than the male-objects task (r = .38; p < .01); in the in-depth rotation, the female- and male-objects tasks correlated even more strongly with the cube-figures task (female objects: r = .51; p < .001, male objects: r = .43; p < .001) than with each other (r = .34; p < .001).

A 2 (gender) x 2 (rotational axis) x 3 (stimulus material)-ANOVA with number of correctly solved items as dependent variable revealed the following main effects: First, there was a significant main effect of rotational axis, F (1,144) = 72.67; p < .001; η² = .34: performance was significantly higher in the picture-plane condition than in the in-depth condition. Second, there was a significant main effect of stimulus material, F (1,288) = 66.74; p < .001; η² = .32: performance in the cube-figures task was lower than in the male-objects task (p < .001; d = 0.57) and in the female-objects task (p < .001; d = 0.62); however, performance did not differ between the male-objects and the female-objects task (p > .10; d = 0.04). No main effect of gender was found, F (1,144) < .001; p > .10; η² < .001. In addition to the main effects, the following interactions were found: First, there was a significant interaction of gender and rotational axis, F (1,144) = 4.82; p < .05; η² = .03; simple effect analyses (see Fig. 2) showed a nonsignificant higher performance of girls in the picture-plane condition, F (1,58) = 1.52; p = .22; η² = .025, and a marginally significant higher performance of boys in the in-depth condition, F (1,86) = 3.89; p = .052; η² = .043.

![Interaction of Gender and Rotational Axis](image)

**Fig. 2.** Mental-rotation performance (means) as a function of gender and rotational axis. Error bars represent standard errors of the mean; + = marginally sign. difference, p < .10.

Second, there was a significant interaction of gender and stimulus material, F (2,144) = 5.30; p < .01; η² = .04; however, simple effect analyses did not show any significant gender difference: on the descriptive level, boys slightly outperformed
girls in the female-objects task, F (1,146) = 2.43; p = .12; $\eta^2 = .016$, and in the cube figures task, F (1,146) = 1.25; p = .27; $\eta^2 = .008$, while girls very slightly outperformed boys in the male objects task, F (1,146) = 0.57; p = .45; $\eta^2 = .004$. As the absence of a gender difference in the cube-figures task is in contrast to the usually reported large gender differences in this task, boys’ and girls’ scores on the cube-figures task were compared between the picture-plane and the in-depth condition. In line with the hypotheses, a significant male advantage was found in the in-depth condition ($d = 0.56; p < .05$), while a nonsignificant female advantage was found in the picture-plane condition ($d = 0.32; p > .10$).

The overall ANOVA also revealed a significant interaction between rotational axis and stimulus material, F (2,288) = 60.84; p < .001; $\eta^2 = .30$; simple effect analyses showed a significantly higher performance in the picture-plane condition for the male-objects task, F (1,146) = 127.45; p < .001; $\eta^2 = .466$; and for the female-objects task, F (1,146) = 88.81; p < .001; $\eta^2 = .378$, but not for the cube-figures task, F (1,146) = 0.40; p = .84; $\eta^2 < .001$. The three-way interaction of gender, rotational axis, and stimulus material did not reach significance, F (2,288) = 1.08; p > .10; $\eta^2 = .01$. 

**Fig. 3.** Mental-rotation performance (means) as a function of gender and stimulus material. Error bars represent standard errors of the mean.

**Fig. 4.** Mental-rotation performance (means) as a function of rotational axis and stimulus material. Error bars represent standard errors of the mean; *** = sign. difference, p < .001.
4 Discussion

Results suggest the gender effect in mental rotation to depend on rotational axis. The male advantage emerged only with in-depth rotations, i.e. when target stimuli had to be rotated in the Cartesian y-axis, but not in picture-plane rotations, i.e. when target stimuli had to be rotated only in the Cartesian z-axis/line of sight. This effect might be explained by gender-specific differences in spatial experience with regard to the rotation of foreshortened objects in three-dimensional space, e.g. in computer games [30-31]. Since, overall, performance was lower in the in-depth condition, the larger gender effect in this condition might also be due to the higher task difficulty, which would be in line with previous studies showing that sufficiently difficult two-dimensional rotation tasks also produce a large male advantage in adults [32]. However, in the present study, performance level in the cube-figures task did not differ between the picture-plane and the in-depth condition. Nevertheless, the male advantage disappeared in the picture-plane cube-figures task. Thus, the effect of the rotational axis on the gender difference in the cube-figures task cannot be explained by a higher task difficulty in the in-depth condition.

In the current study, the gender effect was also slightly influenced by stimulus material. However, the direction of the interaction between gender and stimulus material was not in line with the hypothesized effects of stimulus stereotypicality; therefore, and in face of the nonsignificant simple effect results, the effects of stimulus material cannot be interpreted as straightforward as the effects of the rotational axis. The unexpected direction of the stimulus by gender-interaction might have been due to specific spatial features of the female and male stereotyped objects in combination with gender-specific differences in mental-rotation strategy [27], which might have made the male objects easier for girls, and the female objects easier for boys. Furthermore, this effect might have been caused by attentional differences, e.g. due to an increased effort in case of own-gender inconsistent stimuli which led to a deeper level of processing and thus greater rotation accuracy. Another explanation might be that there have been differences in subjects’ certainty criterion – maybe the well known own-gender consistent stimuli reduced the carefulness and accuracy with which subjects solved the task. Both mechanisms would support the crucial role of working memory as a main component of mental rotation [33-34]: solving a mental-rotation task requires maintaining a spatial image (storage component) and its simultaneous transformation (processing component). Previous studies demonstrated a substantial male advantage in the speed of information processing in visuospatial working memory [e.g. 34]. Spatial working memory has been found to mediate the effects of gender on mental-rotation performance [35]; furthermore, working memory capacity is strongly affected by stereotype threat, i.e. the situational activation of negative stereotypes [36-37]. In the female-objects condition of the present study, it was intended to reduce stereotype threat for girls and thus to promote their task-related information processing in working memory by replacing the MRT cube figures by female-stereotyped stimuli. However, results suggest that these stimuli did not promote girls’ performance. Independent of stimulus material, the gender effect disappeared in the
picture-plane rotations, probably because of the reduced working memory load in these two-dimensional tasks.

The present study is limited by the fact that differences between the complexity and familiarity of the three stimulus types were not controlled. The concrete, familiar stimuli of the male-objects and female-objects task are more easily represented and more likely processed as a unitary mental image than the abstract cube figures. This difference probably explains the higher performance of both boys and girls in the two objects tasks. However, performance in the male-objects and the female-objects task did not differ; therefore, these two tasks appear to be comparable with regard to the average complexity and familiarity of the included stimuli. Interestingly, in the in-depth condition, performance in the two objects tasks dropped to the cube-figures level, which might have been due to the more difficult distractor stimuli in the two objects tasks compared to the cube-figures task, in which some distractors differ from the target with regard to feature differences and are thus more easily detected. Since the three tasks were not parallelized concerning stimulus familiarity, stimulus complexity, and distractor stimuli, this study should be considered as a pilot study for further investigations. Further studies should examine the impact of specific stimuli and task features on different subprocesses of male and female subjects’ mental-rotation, which might contribute to a better understanding of the causal mechanisms underlying this gender difference and the cognitive process of mental rotation itself.
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Abstract. Path and manner of movement are generally taken to be the core distinguishing features in descriptions of motion events. It is proposed here that this two-dimensional characterization of the lexical semantics of motion verbs needs to be reconsidered. We introduce a new research method, the cross-linguistic dictionary-lookup analysis, by means of which additional meaning dimensions can be identified for motion verbs in Dutch, English and German.

1 Introduction

This paper studies the way in which spatial and non-spatial semantic dimensions may be conflated in motion verbs across languages. According to Talmy [11, 12, 13, 14], a motion event can be described in terms of an object, the Figure, which moves with respect to a reference object, the Ground. The Path describes the course followed by the Figure with respect to the Ground. In addition, a motion event may have a Manner or a Cause, which Talmy [12, p. 61] analyzes “as constituting a distinct external event.”

Talmy claims that these ingredients are expressed separately, and classifies languages into two broad types [12, p. 57]. In this binary typology, which is based on the locus of path, satellite-framed languages typically encode path in so-called satellites (e.g. particles), using the main verb to specify Manner or Cause. English is of this type, as illustrated in (1).

(1) The bottle floated out of the cave
      Figure Motion+Manner Path Ground

By contrast, verb-framed languages such as Spanish typically encode the Path of the movement in the main verb and optionally specify Manner in satellites, for example coverbs or adverbials:

(2) La botella salió de la cueva (flotando)
      Figure Motion+Path Ground Manner
      ‘The bottle floated out of the cave’

Although Talmy [12, p. 57] points out that the distribution of labor may not always be this clear and additional semantic ingredients may be found in single elements of motion expressions, subsequent cross-linguistic research on lexicalization patterns of motion events generally has made use of this simplistic dichotomy only. This (implicitly) assumes that Manner and Path are the only two
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major dimensions that characterize cross-linguistic differences in the (verbal) expression of motion, because of which the two categories have become rather broadly understood notions that gloss over many potentially interesting meaning aspects. Indeed, according to Slobin ([7, fn. 5]; cf. also [2, 3]), manner “covers an ill-defined set of dimensions that modulate motion, including motor pattern, rate, rhythm, posture, affect, and evaluative factors.”

Only recently, it has been proposed to look at other dimensions and combinatorial possibilities too. For example, a third type of equipollently-framed languages is sometimes added in which “[p]ath and manner are expressed by equivalent grammatical forms” ([6, p. 25]; cf. also [15, 3]). In these languages, Manner and Path are either both expressed by different verbs in a serial verb construction, simultaneously expressed in a single verb, or both expressed by verbal prefixes, as for example in Spanish callejear ‘walking around streets’ [2, p. 121]. Also, whereas motion verbs like swim and fly have mostly been analyzed as manner verbs, Frawley [4, p. 174-175] notes that they probably do not so much encode the manner of motion but rather the location at or medium in which the motion event takes place (water and air, respectively).

This paper too subscribes to a more in-depth analysis of motion verbs and tries to find out which additional dimensions can be identified in motion verbs in a more systematic way, using a cross-linguistic dictionary-lookup method (Cf. [5] for a more elaborate introduction of this method).

2 The Cross-Linguistic Dictionary-Lookup Methodology

To identify the spatial and non-spatial semantic dimensions of motion verbs, we annotated the dictionary definitions of a large set of motion verbs for English, Dutch and German. This selection of languages was simply motivated by the fact that the authors were most familiar with them. (But since all three happen to be traditionally analyzed as satellite-framed, Spanish is currently being added for contrast.) First, we simply went through dictionaries of the different languages (viz. The American Heritage Dictionary of the English Language and the Deutsches Wörterbuch, both available online at www.thefreedictionary.com, and the van Dale Groot woordenboek der Nederlandse taal, electronic version 1.2), and copied all potential motion verbs with their (relevant) definitions. If distinct relevant definitions of a motion verb were given, the entry was doubled in our list. For example, to veer occurs twice in our list, once as ‘to turn aside from a course, direction, or purpose; swerve’ and once as ‘to shift clockwise in direction’.

Next, we narrowed down our list of motion verbs by selecting only those verbs which inherently, that is, by dictionary definition, describe translational motion, i.e., motion in which “an object’s base location shifts from one point to another in space” [14, p. 35]. Specifically, we ignore change-of-posture verbs such as bow and kneel. Also, we included only the ‘to move from place to place’ use of float, excluding ‘to remain suspended within or on the surface of a fluid without sinking’. Although the latter can be used in motion expressions, describing for
example a boat floating toward a waterfall, the motion in this event, at least according to our procedure, is not due to the lexical semantics of the verb, but to (other elements of) the construction instead.

We further selected for verbs for which (i) the Figure of the motion event is the syntactic subject of the verb (thus including some transitive verbs and uses, such as enter), and (ii) parts, in case of composite verbs, have no or a different independent meaning (i.e. the meaning is non-compositional; e.g. we excluded Dutch wegrijden (lit.: ‘away’-‘drive’) ‘drive away’, but included German zurücksetzen ‘drive back’, which is used for (people moving in) vehicles only and can be used intransitively, whereas setzen ‘put’ is more general and can be used transitively only). By the first criterion, we leave for future work a further distinction that can be made between caused motion (largely expressed by transitive verbs) and locomotion (expressed by intransitives; contrast Dutch vellen ‘to make fall’ and vallen ‘to fall’).

As a third step, we classified and annotated the definitions along the following dimensions, which will be discussed in more detail below:

- Path: specification of the internal organization of the course of motion (form, length, orientation) without reference to a Ground
- Ground: specification of the relation between Figure and (some region with respect to) the reference object
- Figure: type of Figure that the motion verb selects for or, in case of complex Figures, specification of the organization of its parts (e.g. a horse for gallop, or ‘in drops, in a stream’ in swarm)
- Manner: way in which specific parts of the body move or are positioned (for animates) or way in which the Figure behaves during the motion event
- Means: additional means used in the motion event (such as vehicles or instruments)
- Speed: velocity with which motion takes place
- CausalStructure: purpose, motivation, cause of motion, result
- Time: temporal specification of motion event, such as pattern, duration, frequency (e.g. (ir)regularly, suddenly, for a short time)
- Sound: sound caused by motion event
- Context: specification of context in which the motion event takes place (e.g. ‘usually to music’ in one of the definitions of dance)

As we are still developing our coding scheme and adding more languages to our data set, these dimensions and their definitions should be considered provisional. Nevertheless, we believe the results we present here are reliable, as evidenced by our interannotator-agreement score of $K=.86$, which was determined on the basis of a random subset of 100 English verb definitions annotated by both authors.\footnote{In total 276 categories were used for the 100 verbs in this test. The kappa coefficient measures pairwise interannotator agreement correcting for change agreement. Generally, scores above .8 are considered reliable (cf. \[\footnote{\cite{1}}\]).}

Also, we have purposefully restricted our claims in this paper to the current state of affairs.
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We followed the general corpus procedure by determining the annotation on the meaning in the context of the definition only. Hence, *directly* in English *cut* ‘to go directly and often hastily’ is about the form of the course of motion (Path), not about some immediate performance (Time) it might express in (most) other cases. The same holds for definitions that include a description of Speed. For example, depending on the context *quick(ly)* should be interpreted as either Speed or Manner. In *patter*, ‘to move with quick, light, softly audible steps’, it seems to describe Manner, whereas in *buzz* ‘to move quickly and busily’, it is about the velocity with which the movement takes place (Speed).

Sometimes, the distinction between two dimensions is hard to determine. For example, in the definition of *rebound*, ‘to spring or bounce back after hitting or colliding with something’, we have annotated *after hitting or colliding with something* as Context, although one may argue that it could be Causal Structure too. Similarly, in *parade*, ‘to march in a public procession’ one could argue for both Context and Ground. Probably, this situation can never be solved completely, but we keep trying to refine our definitions in order to reduce such ambiguities as much as possible.

As a criterion for the identification of the different motion dimension we used their independent manipulability. If two dimensions are independently modifiable, they should be kept separately. Although not fully developed yet, we believe that our classification will thus eventually lead to a better structured semantic organization of motion verbs and events.

Note that, as a result of this procedure, what has come to be analyzed as Path in the framework of Talmy is partly subsumed under Ground in our analysis, reserving Path for an arguably more intuitive use. *Path*, in our analysis, exclusively refers to the lexically specified properties of the course of motion, for example its form (‘zigzag’) or inherent orientation (that is, using previous points of the motion path only, e.g., ‘downward’). Instead, *Ground* refers to the specification of the relation between the Figure and (a location with respect to) a reference object. Generally, the role or type of this reference object is further specified too. For example, in *enter* ‘to come or go into’ (the inside of) the Ground Role is the Goal of the motion event, in *leave* ‘to go out of or away from’ the Ground functions as a Source, and in *swim* ‘to move through water by means of the limbs, fins, or tail’ the Ground Role is a Medium and the Ground Type is specified as ‘water’. We will also analyze as a Ground those specifications of the orientation of the Path that use a reference object. For example, toward a dance partner in English *balance* ‘to move toward and then away from a dance partner’ is annotated as a Ground even though it specifies orientation too. The crucial difference between both types of orientations (i.e., those annotated as Paths and those annotated as Goals) is that the former type does not specify the development of the relation between Figure and Ground but rather uses the preceding position of the Figure itself. Instead, orientations toward Grounds by definition make use of a reference object. We will leave for future research a further analysis of these different kinds of Ground specification in terms of its role (Goal, Source, ...) or type (water, air, ...). Our main point for now is that Path and Ground could...
be considered independent dimensions, as the Path dimension can be specified without the use of Grounds, an option that is very frequently chosen indeed, as Section 3 will show. For example, it does not matter whether one goes into a house (Goal) via a downward, long, or circular path (Path).

The dimensions of Manner, Speed and Time may seem difficult to keep apart at first, but here too, the intuition should be clear. Independently from how one moves his limbs, e.g. whether one is crawling or hopping (Manner), the translational movement can take place quickly or slowly (Speed) and, again independent from that, be regular or sudden (Time). Since Speed is about the velocity of the translational motion and Time is about temporal organization, we classify *whirling motion* in *reel* ‘to go round and round in a whirling motion’ as Time, not as Speed.

The following examples may further illustrate the annotation procedure (note that we, at least for now, ignore passives in our annotation):

(3) *surge*: ‘to roll or be tossed about on waves, as a boat’
   a. TypeOf=roll
   b. Path=about
   c. Ground=on waves
   d. Figure=as a boat

(4) *patter*: ‘to move with quick, light, softly audible steps’
   a. TypeOf=move
   b. Manner=with quick, light steps
   c. Sound=with softly audible steps

*TypeOfs*, such as *roll* in (3) are the motion verbs that are used and further modified in the definition of the motion verb. We will say more about them below.

In (4), *quick steps* could both be argued to belong to Manner (modifying the way in which the body parts move) and Time (being about the temporal pattern in terms of frequency of repetition), since the two are related. In such cases, we tried to determine which of the two is primary and which is dependent, or at least less important, annotating for the former only. In the same example, *light steps* clearly is about the way in which the feet are moved and hence easily assigned to the Manner dimension. Also the Sound classification of *softly audible* should not be problematic.

The difference between Path and Ground is further illustrated by the following examples:

(5) *plunge*: ‘to move forward and downward violently’
   a. TypeOf: move
   b. Path: forward and downward
   c. Manner: violently

---

2 This also holds the other way around, which cannot be shown empirically as a result of our choice not to discuss the role of the Ground here. However, we would argue that one can, for example, *enter* (‘to come or go into’) a Ground via many different Paths and that verbs thus may specify a Ground without specifying the Path of motion.
Forward and downward in (5) concern the internal organization of the motion path. They are defined with respect to preceding points of the path, without referring to a Ground. The same holds for upward in (6). In this case, however, the Ground is specified too (having a Source role).

(6) leap: ‘to spring or bound upward from or as if from the ground; jump’
   a. TypeOf: spring; bound
   b. Path: upward
   c. Ground: (as if) from the ground
   d. Synonym: jump

Similarly, pace in (7) has both a Path and a Ground specification. The Path has a back and forth form or orientation and is located across some reference object.

(7) pace: ‘to walk or stride back and forth across’
   a. TypeOf: walk; stride
   b. Path: back and forth
   c. Ground: across

Motion verbs may have several (relevant) dictionary entries, which we have numbered in our data set distinctly. As illustrated for Dutch joggen ‘to jog’ in (8), some of these entries are characterized as being specific variants of some other motion verb.

(8) Dutch joggen: ‘Hardlopen als ontspanning, louter ten behoeve van de lichamelijke conditie’ (jog ‘Run for recreation, for physical condition only’)
   a. TypeOf=hardlopen (run)
   b. CausalStructure=als ontspanning, louter ten behoeve van de lichamelijke conditie (for recreation, for physical condition only)

In fact, a single entry may contain several TypeOfs, as shown in some of the above examples already. When multiple TypeOfs are used within one definition, the entry was multiplied accordingly. We then automatically enriched each copy with semantic information from one TypeOf only.

However, TypeOfs are often themselves further specified for various dimensions and therefore may have their own TypeOf, as shown in (9).

(9) Dutch hardlopen: ‘Snel en lang achtereen lopen (als oefening of als vertoning)’ (run ‘Walk quickly and for a long period (as an exercise or display)’)
   a. TypeOf=lopen (walk)
   b. Speed=snel (quickly)
   c. Rhythm=lang achtereen (for a long period)
   d. CausalStructure=(als oefening of als vertoning)((as an exercise or display))

Thus, joggen in (8) is in fact indirectly lexically specified for the dimensions of hardlopen in (9), which on its turn is indirectly specified for whatever is said
about its TypeOf *lopen* ‘walk’ (9-a). When TypeOfs themselves have multiple entries (and hence possible referents) in our dataset, we have manually specified the relevant entry that is used in the definition. In this case, the TypeOf that *hardlopen* makes use of seems to be the sixth entry of *lopen*, viz. (*zich op de benen snel voortbewegen* ‘move quickly on the legs’).

A small number of motion verbs, such as English *go* and *move*, Dutch *bewegen* and *gaan* and German *sich bewegen*, is very frequently used as TypeOfs. In our analysis, we have considered them as motion primitives and did not annotate them to prevent their dimensions from becoming overrepresented through the feeding procedure.

Before going to the results, probably a brief comparison between our procedure and the more commonly used method of introspection is in place. The advantage of our method with respect to introspection is that the latter is much less objective. If one wanted to show the importance of some dimension, say the type of Ground, it is fairly easy to come up with a list of verbs in which this dimension indeed can be identified or even be argued to be of defining importance. For example, what seems to be of importance for prototypical manner verbs such as *swim* and *float* in fact is not so much the way in which some agent moves, the Manner, but rather the substance in which the motion event is conceptualized, i.e. the GroundType: Dogs and humans swim in radically different manners, but still both are said to *swim* when they move through water. Unfortunately, introspection is a rather self-fulfilling method as one is likely to be much more sensitive to data that confirm the research hypothesis. Instead, verb definitions in dictionaries are established independently from our research goals and hence offer a much more objective data set.

In such a comparison, it is important to evaluate our method by the research question it addresses, as putative shortcomings are dependent on one’s research goals. As every corpus linguist will know, actual word uses as found in a corpus may differ from the ones given in a dictionary. However, our goal is *not* to give a semantic characterization of individual motion verbs nor to achieve full coverage of the complete set of motion verbs of the languages. Instead, our aim is to sketch the range of dimensions that typically occur in the class of motion verbs of a specific language. For this, a corpus study is probably infeasible.

Nevertheless, also for specific verbs our method may in fact be quite rewarding. Consider the uses of otherwise problematic cluster concepts such as *climb*:

\[(10) \begin{array}{l}
\text{a. Bill climbed (up) the mountain.} \\
\text{b. Bill climbed down the mountain.} \\
\text{c. The snake climbed (up) the tree} \\
\text{d. ?*The snake climbed down the street.} 
\end{array}\]

According to Jackendoff [5, p. 353, following Fillmore 1982], *climbing* covers independent conceptual conditions: first, an individual is traveling upward, and second, the individual is moving with characteristic effortful grasping motions. In his examples, (10-a) violates neither, (10-b) and (10-c) each violate one of them, and (10-d) violates both. Using introspection (at least when done for
all motion verbs), one may easily miss out on either of these dimensions, or think they are both necessary. Instead, as shown in (11), our dictionary entry of *climb* “correctly” gives the following definitions, thereby covering Jackendoffs intuitions:

(11) *climb*
   a. ‘To move oneself upward’
   b. ‘To rise slowly, steadily, or effortfully; ascend’
   c. ‘To move in a specified direction by using the hands and feet’

3 Results

In total, we analyzed more than 1000 motion verb definitions for our three languages: 316 for Dutch, 484 for English, and 326 for German. These definitions correspond to 197 unique verbs in Dutch, 303 in English, and 225 in German. Probably, numbers for German and Dutch are lower because of the compositional nature of many motion verbs in these languages (which were then excluded, as explained in the previous section).

In Table 1 the proportion of verbs that is specified for each meaning dimension is given (with proportions before feeding TypeOf information between parentheses). Note that proportions are not additive, as a single verb may be specified for a number of dimensions.

**Table 1.** Proportions of verbs specified for specific dimension after feeding (proportions before feeding in parentheses)

<table>
<thead>
<tr>
<th>dimension</th>
<th>Dutch</th>
<th>German</th>
<th>English</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground</td>
<td>0.51 (0.43)</td>
<td>0.60 (0.47)</td>
<td>0.37 (0.30)</td>
</tr>
<tr>
<td>Path</td>
<td>0.58 (0.36)</td>
<td>0.51 (0.24)</td>
<td>0.44 (0.32)</td>
</tr>
<tr>
<td>Manner</td>
<td>0.41 (0.37)</td>
<td>0.41 (0.20)</td>
<td>0.52 (0.44)</td>
</tr>
<tr>
<td>Speed</td>
<td>0.18 (0.14)</td>
<td>0.32 (0.15)</td>
<td>0.17 (0.13)</td>
</tr>
<tr>
<td>Figure</td>
<td>0.17 (0.14)</td>
<td>0.19 (0.10)</td>
<td>0.05 (0.05)</td>
</tr>
<tr>
<td>Context</td>
<td>0.17 (0.10)</td>
<td>0.07 (0.06)</td>
<td>0.08 (0.07)</td>
</tr>
<tr>
<td>Causal Structure</td>
<td>0.16 (0.16)</td>
<td>0.10 (0.08)</td>
<td>0.11 (0.07)</td>
</tr>
<tr>
<td>Time</td>
<td>0.11 (0.10)</td>
<td>0.17 (0.11)</td>
<td>0.18 (0.13)</td>
</tr>
<tr>
<td>Means</td>
<td>0.07 (0.05)</td>
<td>0.11 (0.07)</td>
<td>0.06 (0.06)</td>
</tr>
<tr>
<td>Sound</td>
<td>0.04 (0.04)</td>
<td>0.04 (0.03)</td>
<td>0.06 (0.05)</td>
</tr>
</tbody>
</table>

Before feeding TypeOf information, the main dimensions that can be identified via our dictionary-lookup method are, indeed, Ground, Manner and Path, which together could be said to cover Talmy’s Manner and Path (cf. Section 4 below). Of all possible correlations between dimensions within languages, we only find negative correlations exceeding the arbitrarily set threshold of .2 between Manner and Ground in Dutch ($R = -.34$; Pearson’s $\chi^2 = 15.07$, $p=.0001$), between
Path and Ground in German ($R = -0.025$, $\chi^2 = 18.7882$, $df = 1$, p-value = 1.461e-05), and between Manner and Ground in English ($R = -0.34$, $\chi^2 = 54.8457$, $df = 1$, p-value = 1.304e-13; all significant after Bonferroni correction; for these and all other calculations and manipulations, $R$ was used [8]). These negative correlations nicely suggest that lexical specification of Manner, Path, and Ground exclude each other (but see below).

After feeding TypeOf information and multiplying entries for their number of TypeOfs as explained in the previous section, we get 372 definitions for Dutch, 606 for English, and 367 entries for German. Not surprisingly, after feeding TypeOf information the proportions of verbs that are specified for some specific dimension also increase. In table 2 it is shown how many dimensions are specified per verb. Zero-dimensio

<table>
<thead>
<tr>
<th>Language</th>
<th>number of dimensions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0 1 2 3 4 5 6 7</td>
</tr>
<tr>
<td>Dutch</td>
<td>27 60 124 91 40 22 6 1</td>
</tr>
<tr>
<td>English</td>
<td>15 206 227 96 37 19 2 1</td>
</tr>
<tr>
<td>German</td>
<td>31 69 88 82 67 27 6 0</td>
</tr>
</tbody>
</table>

Recall that before feeding TypeOf information, we only found negative correlations between Manner and Ground for English and Dutch and between Path and Ground for German. If we again look into correlations between dimensions after including TypeOf information, we find a very different pattern as shown in Table 3. Whereas Manner and Ground still exclude each other in English, we instead find a number of positive correlations in Dutch and German. The negative correlation between Manner and Figure that is found in German is not significant after Bonferroni correction. The same holds for the correlation between Means and Figure in Dutch and Means and Path in German; all other correlations are significant.

4 Discussion

Preliminary as they are, the numbers in Table 1 already show that the simple two-way typology of motion verbs does not hold. Our three Germanic languages are all traditionally classified as satellite-framed, hence (what we analyze as) Ground and Path information should not occur in the dictionary definitions as this information is generally subsumed under the notion of Ground in the simple view. Given Talmy’s characterization of satellite-framed languages, which are

---

3 In the tables below, correlations below .2 are not reported and replaced by zero.
Table 3. Correlations between dimensions specified in motion verbs exceeding the arbitrary threshold of R=0.2. Correlations that are non-significant after Bonferroni correction are marked with a “*”.

<table>
<thead>
<tr>
<th></th>
<th>Ma</th>
<th>P</th>
<th>Me</th>
<th>F</th>
<th>G</th>
<th>Sp</th>
<th>So</th>
<th>CS</th>
<th>T</th>
<th>Co</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENGLISH</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manner</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Path</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Means</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Figure</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ground</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speed</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sound</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CausalStructure</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Context</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>DUTCH</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manner</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Path</td>
<td>0.22</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Means</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Figure</td>
<td>0</td>
<td>0</td>
<td>0.21*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ground</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speed</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sound</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CausalStructure</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Context</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>GERMAN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manner</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Path</td>
<td>0.27</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Means</td>
<td>0</td>
<td>0.21*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Figure</td>
<td>-0.27*</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ground</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speed</td>
<td>0.46</td>
<td>0.34</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sound</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CausalStructure</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.34</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Context</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

said to prefer manner verbs over path verbs, our results provide counterevidence for Dutch, English and German. Instead, Ground, Manner and Path seem to be equally important dimensions. This counterevidence becomes even stronger when our Ground and Path dimensions are taken together and contrasted with Manner for a more direct comparison with the standard view.

Especially after feeding, our results show that motion verbs are much more complex than the traditional dichotomy suggests. However, at the current stage it cannot be said in which ways these dimensions relate to typological claims about Path and Manner encoding. Several issues need to be considered in order
to make stronger claims about methodological profits, interactions between dimensions, and cross-linguistic differences in the semantics of motion verbs. First, the validity of cross-linguistic dictionary lookup method is an important aspect in this regard. Problems like definitional practices as well as the lexicographical treatment of polysemy should be considered. Second, a proper interpretation of the correlations (within and between languages) needs to await a more careful inclusion of TypeOf information, which, at present, is not completely without errors. Another important question is whether additional dimensions are needed. Some of the dimensions we identified might be broken further down into subdimensions, which, as further analysis need to show, may have to be considered dimensions of their own. For a cross-linguistic comparison, it is also important to look at semantic dimensions of motion verbs in “verb-framed” languages. At present, we are adding information from Spanish indeed, which is the main example of a verb-framed language.

5 Conclusion and Future Research

Looking at the dictionary definitions of a large sample of motion verbs in three languages, we have shown that the traditional simple view of motion verbs as expressing either Manner or Path does not hold. Our findings suggest that motion verbs are far more complex and cannot be analyzed in terms of Path and Manner only.
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Abstract. In this article we analyze behavioral data to advance knowledge on how to assess similarities of events and spatial relations characterized by qualitative spatial calculi. We have collected a large amount of behavioral data evaluating topological relations specified in the Region Connection Calculus and Intersection Models. Several suggestions have been made in the literature on how to use associated conceptual neighborhood graphs to assess the similarities between events and static spatial relations specified within these frameworks. However, to the best of our knowledge, there are few (to none) approaches that use behavioral data to formally assess similarities. This article is contributing to this endeavor of using behavioral data as a basis for similarities (and associated weights) by (a) discussing a number of approaches that allow for transforming behavioral data into numeric values; (b) applying these approaches to nine data sets we collected in the last couple of years on conceptualizing spatio-temporal information using RCC/IM as a baseline; and (c) discussing potential weighting schemes but also revealing essential avenues for future research.

1 Introduction and Background

Every calculus with jointly exhaustive and pairwise disjoint (JEPD) relations (such as RCC and IM) has a conceptual neighborhood graph (Cohn & Renz, 2008).

To navigate through daily life, humans use their ability to conceptualize spatio-temporal information, which ultimately leads to a system of categories. Likewise, the disciplines of the spatial sciences focus on conceptualization and categorization as a means to structure spatio-temporal information. Although challenged by several researchers, similarity is one of the most important and most commonly used tools to aid in the process of conceptualization and categorization in both artificial and natural cognitive systems (Bruns & Egenhofer, 1996; Goldstone & Son, 2005; Nedas & Egenhofer, 2008; Rissland, 2006; Schwering, 2008; Tversky, 1977). In the spatial sciences and in related branches of artificial intelligence, an approach has been developed that allows the

* This research is funded by the National Science Foundation (#0924534) and Deutsche Forschungsgemeinschaft (DFG) grant SFB/TR 8 Spatial Cognition.
specification of similarity measures for spatio-temporal data: qualitative spatio-temporal representation and reasoning (QSTR). Calculi developed in the general area of QSTR allow for meaningful processing of spatio-temporal information because they focus on categorical (discrete) changes or salient discontinuities (Galton, 2000), which are thought to be relevant to an information processing system (both human and artificial). While qualitative calculi are naturally appealing and are, on a general level, widely acknowledged in the cognitive sciences, too¹, there is comparatively little behavioral assessment of the cognitive adequacy of these calculi. This is an astonishing fact given that these calculi are often intended to improve processes at the human-machine interface and are on several occasions claimed to be cognitively adequate (Clementini, Di Felice, & van Oosterom, 1993; Knauff, Rauh, & Renz, 1997; Knauff, 1999). However, in our opinion, the systematic behavioral evaluation of QSTR is an essential missing piece that will lead to refined and improved QSTR models and in return significantly increase their value and their usability in numerous applications (e.g., information retrieval, spatial query languages, formalizing the semantics of spatial language).

This paper will discuss a framework for defining cognitively adequate similarities/weights by detailing strategies to transform results from behavioral experiments on how humans conceptualize spatio-temporal information into both qualitative (category-based) and quantitative similarity measures. These measures are tailored towards formal theories in the spatial sciences and will be applicable to theories of spatio-temporal representation and reasoning. Hence, we will contribute to the formal basis of the semantics of spatio-temporal information.

To further motivate the general questions we are addressing in this paper, consider the spatial scenes in the right part of Figure 1. The scenes show the development of an oil spill in relation to an island. We focus on relations distinguished by prominent topological calculi commonly used in spatial information theory and in the cognitive sciences to identify potentially important aspects of spatio-temporal information. The individual icons reflect distinctions made by the Region Connection Calculus (RCC, Randell, Cui, & Cohn, 1992) as well as Egenhofer’s Intersection Models (IM, Egenhofer & Franzosa, 1991). An important aspect for assessing the similarity of these scenes as well as modeling spatio-temporal information is that these relations can be organized to form a so-called conceptual neighborhood graph (CNG, Freksa, 1992, left part of Figure 1). Two relations, \( R_1 \) and \( R_2 \) are conceptual neighbors if it is possible for \( R_1 \) to hold over a tuple of objects at a certain point in time, and for \( R_2 \) to hold over the tuple at a later time, with no other (third) mutually exclusive relation holding in between (Cohn, 2008). A neighborhood graph has one node for each relation \( R \in R \), and an edge between two nodes if the corresponding relations are conceptual neighbors. The important aspect to keep in mind, which adds to the transformative nature of this paper, is that virtually every calculus with jointly exhaustive and pairwise disjoint (JEPD) relations (such as RCC and IM) has a conceptual neighborhood graph (Cohn & Renz, 2008), and that, hence, the methods proposed here are universally applicable amongst all such calculi.

Fig. 1. The left side shows a conceptual neighborhood graph based on RCC-8 and IM. The dotted lines reflect the discussion in the text showing similarity assessments for three models exemplarily (E: equal weights; CJ: Camara and Jungert, 2007; LF: Li and Fonseca, 2006). On the right side the development of an oil spill is depicted in relation to an island. Each of the scenes could either be a transition or an ending relation.

One of the main characteristics of the relations displayed in Figure 1, but also relations from all other JEPD qualitative calculi, is that we can measure how similar the scenes (or their genesis) on the right side are by employing the conceptual neighborhood graph on the left side. Organizing spatial relations in this graph-like format has the advantage that graph theoretical measures can be applied to determine the similarity between these scenes which is essential for numerous information retrieval and formal semantic tasks (Bruns & Egenhofer, 1996; Papadias & Delis, 1997; Wallgrün, Wolter, & Richter, 2010). As both the spatial and the cognitive sciences focus on qualitative distinctions made, for example, by topology (Galton, 2000; Johnson, 1987; Klix, 1971), we have found—theoretically—a bridge between formal and cognitive spatial semantics. To demonstrate this aspect, we will focus on the similarity of four relations in Figure 1, DC (t1), EC (t2), PO (t3), and NTPP (t5): The simplest approach (Bruns & Egenhofer, 1996; Dylla & Wallgrün, 2007; Rada, Mili, Bicknell, & Blettner, 1989; Schwering, 2007), in a nutshell, assigns all edges in the CNG an equal weight of 1 and similarity/dissimilarity is established by counting the number of edges between two relations. Hence, the dissimilarity (weight) between DC and EC would be 1, the dissimilarity between DC and PO would be 2, and the dissimilarity between DC and NTPP would be 4.

This rather simplistic view has, of course, been challenged and several researchers have proposed (introspectively) alternative weighting schemes for CNGs. For example, Camara and Jungert (2007), in seeking to define a query language for dynamic processes, suggested a grouping of topological relations that are the basis of the CNG in Figure 1 into DC (disconnected) on the one hand and all other relations on the other. If we apply this strategy, dissimilarity between DC and all other relations would be 1, while the dissimilarity among all other relations would be basically 0. Another approach by Li and Fonseca (2006) takes into account that there may be different
weights between different conceptual neighbors. They assign, for example, a weight of 3 to the edge between DC and EC, and a weight of 2 to the edge between EC and PO, a weight of 1 to the edge between TPP and NTPP. Hence the three dissimilarities from the example would be: DC-EC - 3, DC-PO - 5, and DC-NTPP - 8.

Many other approaches have been discussed. Consider the issue of the level of granularity which determines the number of basic relations that are assumed. The immediately relevant distinction here is between RCC-5 and RCC-8. While RCC-8 can be mapped onto eight relations distinguished by Egenhofer’s intersection models (IM), RCC-5 cannot be directly mapped onto the coarser level of the IM (cf. Knauff et al., 1997; Renz, 2002) due to the ontologically different status of the boundaries. Hence, depending on the model we apply, the similarities will change, too (see also Clementini et al., 1993 for a different 5 relation solution, 4 plus 1 to be precise).

This simple example and associated literature demonstrate a number of important issues:

- Formal calculi using JEPD are omnipresent in research in the spatial sciences and are both theories as well as integral parts of spatial information systems. They are vital to various applications for spatial representation and reasoning, and are used frequently to establish similarities especially to aid human-computer interaction.
- There is some arbitrariness in designing and using these approaches guided by both formal constraints and requirements arising from a specific formalism (e.g., RCC versus IM) or by the introspection of a researcher. This lack of guidance as to which approach to use has been identified as a major obstacle in the usefulness of QSTR (Schultz, Amor, & Guesgen, 2011).
- There are few behavioral approaches that have evaluated QSTR. However, to the best of our knowledge, except for our own work (Klippel, accepted), there is no behavioral research that addresses the possibility that similarities (as an expression of cognitive conceptualization processes) between qualitative spatial relations may change depending on the semantics of a specific domain. For instance, one big question is: What happens to similarities of relations in the example in Figure 1, if we use different domains such as such as a lake and a house or a hurricane and a peninsula? Do we expect to be able to use the same similarities (weights) between relations?

We strongly believe that similarity measures should not be designed introspectively. As these measures are often intended to improve the interface of humans and computers/machines, it is essential to ground the assessment of similarities in behavioral research.

The remainder of this article is structured as follows: In Section 2, we will provide a very short overview of the behavioral data that we have collected over the last couple of years and that we will reanalyze here to discuss weights for CNGs; Section 3 discusses different methods that potentially allow for establishing weights; Section 4 provides a summary and lays out ideas for future research efforts.

---

2 For an overview of research evaluating QSTR see Klippel, Li, Yang, Hardisty, & Xu, in press; Mark, 1999.

3 Mark and Egenhofer 1995 have speculated that this might be the case.
We will be using the following abbreviations: CNG: Conceptual neighborhood graph, CN: Conceptual neighbor; TEC: Topological equivalence class; OSM: Overall similarity matrix; QSTR: Qualitative Spatio-temporal Representation and Reasoning; RCC: region connections calculus; IM: Intersection models. We will also use RCC terminology for topological relations: DC: disconnected, EC: externally connected, PO: partial overlap, TPP: tangential proper part, NTPP: non-tangential proper part.

Fig. 2. Example of the nine scenarios that we reanalyze in this paper to derive weights for conceptual neighborhood graphs (translation: geometric figures, hurricane/peninsula, tornado/city, ship/shallow water, cannonball/city; scaling: geometric figures, oil spill/island, house/lake, desert/recreation park).
2 Data Collection

In this article, we reanalyze data we collected investigating cognitive conceptualizations of earth dynamics. We have designed nine experiments (for more details see Klippel, accepted and Yang, Klippel, & Li, submitted) using two different types of dynamics—movement patterns that can be considered translations and movement patterns characterized as scaling. Additionally, we used different semantic domains with different entities (translation: geometric figures, hurricane/peninsula, tornado/city, ship/shallow water, cannonball/city; scaling: geometric figures, oil spill/island, house/lake, desert/recreation park). Figure 2 gives a general idea of how the animated icons were designed for the different domains, while Figure 1 already showed static snapshots of the actual animations for the oil spill/island domain. The important aspect that makes all nine experiments comparable is that the stimuli used in each experiment are identical from a topological perspective (using either RCC-8 or IM). In each of the nine experiments, animations are designed such that nine different yet topologically equivalent movement patterns can be distinguished. The main distinguishing criterion is borrowed from cognitive theories on event conceptualization (Regier & Zheng, 2007), that is, patterns are separated based on the topological relation they can end in (see Figure 1). All movement patterns start in the DC relation and could end in one of the nine possible ending relations depicted in Figure 1. Within each topologically identical pattern we realized eight instances. This means that for each of the nine experiments (semantic domains), 72 animations were created: eight animations/instances each for nine topologically equivalent movement patterns.

In our experiments we employed a grouping paradigm, which is classically used to elicit conceptual knowledge. Participants (N = 20 in each of the nine experiments) have the task to sort the animated icons into groups with larger within-group than between-group similarities. The task can be characterized as free classification (Pothos, 2005) or category construction (Medin, Wattenmaker, & Hampson, 1987), meaning that participants created all their groups from scratch without any limitations regarding the number of groups or which icons should be placed together. All 72 animations have to be sorted into groups before the experiments were considered complete. The grouping behavior for each participant is recorded in a similarity matrix in binary form: two icons that are placed into the same group are coded as 1; two icons in different groups are coded as 0. All nine scenarios have 72 animated icons such that each matrix for each participant has 5194 cells of which 2556 are meaningful (others are redundant or encode the relation of an icon with itself). Summing over all individual similarity matrices within each domain nine overall similarity matrices (OSMs) are created. OSMs encode overall similarity assessment between icons in the following way: The highest possible similarity corresponds to N, the number of participants. For example, if all 20 participants placed a certain pair of animated icons together into a group, 20 individual ‘1’s are added up. In contrast, if a pair of two animated icons is never placed into the same group, their similarity is recorded as ‘0’.

As all nine domains are topologically identical, we have obtained a large number of similarity ratings for pairs (conceptual neighbors) of topological relations. Each topological equivalence class had eight instances in all nine domains assessed by 20
participants in each experiment. Hence, we have a total of 8 times 9 times 20 (= 1440) similarity assessments for each topological relation combination (for CNs but also for all other possible combinations). To give the reader a first impression of how these similarities are distributed across the nine different domains and across TECs, Figure 3 is visualizing the raw similarities from the OSMs in so-called heat maps. We reduced the size but the overall patterns reveal that there are potentially interesting differences across domains.

Fig. 3. Heat maps visualizing the raw similarities of all nine experiments/domains. Each heat map shows icons and TECs in the same order to allow direct comparison. Only labels for TECs are provided (not individual animations). Dark gray colors indicate high similarities, light gray to white colors indicate low or ‘no’ similarities (a color version of this figure can be found at min.us/m_sc2012figure3 for better readability).
3  Tailoring the Cognitive Adequacy of QSTR

In this section we are discussing how behavioral data (see Section 2) can be used to derive similarities/weights for conceptual neighborhood graphs (and potentially for pairs of topological relations that are not conceptual neighbors). We will be discussing several methods such as normalizing raw data, cluster analysis, and cluster validation techniques. In addition to using raw data, cluster analysis is chosen as it is the most common method to analyze grouping data and is thought to reveal natural groupings.

3.1  Raw Similarities

Raw similarities have been briefly introduced in Section 2. Additionally, Figure 3 provides an overview of how raw similarities are distributed within the OSMs of all nine experiments/domains. For the purpose of using raw similarities as a possibility for assessing weights of edges in conceptual neighborhood graphs (as well as, potentially, for relations that are formally not conceptual neighbors) several adjustments/standardizations have to be performed. While the behavioral data characteristics of our data allow for straightforward comparisons given that each experiment/domain had the same number of participants and the same number of icons per TEC, we will discuss normalization approaches for the purpose of creating a universal method for deriving weights on the basis of raw similarities. Raw similarities have the advantage that they can be employed not only for conceptual neighbored TECs but for all pairs of TECs.

The OSMs depicted in Figure 3 contain a large amount of redundant information. As we are concerned here with deriving weights for pairs of TECs—primarily for neighbored TECs in a CNG but the same approach can be applied to any pair of TECs—we can simply focus on the \( k \times k \) sized submatrix (\( k = 8 \) in our case) consisting of all rows corresponding to the first TEC and all columns corresponding to the second TEC. Using \( CN\_{inst_{i,j}} \) for the entries of this matrix, the raw similarity of the two CNs is simply computed as:

\[
RSim_{CN} = \sum_{i=1}^{k} \sum_{j=1}^{k} CN\_{inst_{i,j}}
\]

Once the raw similarities for each combination of TECs have been extracted, they have to be normalized to adjust for the specifics of the experimental setup, i.e., the number of instances in each TEC and the number of participants in each experiment. The obtained data can be normalized using row standardization taking into account all values such that individual values will be between 0 and 1. As a first step, we will look into conceptual neighbors only. Raw similarities of all CNs can be normalized to \( NRSim_{CN_{i}} \) in the following way:

\[
NRSim_{CN_{i}} = \frac{RSim_{CN_{i}}}{\sum RSim_{CN_{j}}}
\]
Cluster analysis has the goal to identify natural groupings of entities (e.g., animated icons) and is frequently used in a number of disciplines (Everitt, 2001; Romesburg, 2004). There is not one specific algorithm but rather a family of cluster algorithms. In hierarchical cluster analysis, entities are stepwise assigned to groups based on similarities which are coded in similarity/proximity matrices (here: the nine OSMs). For most cluster analyses, the similarity matrix is recalculated after each clustering step, reflecting the existence of new groups. Cluster algorithms differ with respect to the way similarities are re-calculated after each grouping step (for an overview see Everitt, 2001; Romesburg, 2004). The first step in each clustering process is to combine those entities into groups that have the highest similarities. Similarities (or dissimilarities, respectively) can be considered distances and as such they are used to create so called dendrograms that reflect the clustering process (see Figure 4). Dendrograms provide an indication when two entities or groups of entities are fused (grouped) together and the distance at which they are fused is referred to as a fusion coefficient. All fusion coefficients are stored in a so-called cophenetic matrix. As similarities/dissimilarities are differently calculated by different clustering methods, there is a different cophenetic matrix for every clustering method.

Fig. 4. Displayed are three dendrograms which reflect the clustering process for three different clustering methods (Ward’s, average linkage, and complete linkage) for the same experiment/domain (lake/house). The dendrograms are visual representations of fusion coefficients indicating the value (distance) at which individual clusters are merged.
For the purpose of deriving similarities/weights for CNs on the basis of fusion coefficients, we have to briefly discuss two prerequisites. First, as different clustering methods will have different fusion coefficients (see Figure 4), we follow advice from the cluster validation literature (Ketchen & Hult, 2000; Kos & Psenicka, 2000; Milligan, 1996) and compare different methods, here: Ward’s method, average linkage, and complete linkage. Second, while topology is overall a strong grouping criterion, there are situations in which TECs are indistinguishably merged (a potential indication of high similarity), individual instances of TECs might have ended up in a group with instances of a different TEC, or in the worst case, instances of certain TECs are spread across several groups.

Figure 5 shows the results for cases in which it is possible to read out one fusion coefficient as a measure of how similar two TECs are and use this as a weight for CNs. To make the data comparable, we normalized the fusion coefficients in the same way as the raw similarities (see Section 3.1).

### 3.3 Cluster Validation Techniques

The formal characterization based on topological equivalence classes allows for specifying a theoretical partition of the animated icons, \( P \). This is an ideal scenario as we can employ cluster validation methods to assess whether the clustering structure \( C \) created by participants matches the theoretical partition established through topological equivalence or the CNG (Halkidi, Batistakis, & Vazirgiannis, 2002b, Halkidi, Batistakis, & Vazirgiannis, 2002a). One way of comparing \( C \) and \( P \) is to calculate indices such as Rand Statistics, Jaccard Coefficient, and the Folkes and Mallows index.

These indices build on the following information: Let \( C = \{C_1, ..., C_m\} \) be the clustering structure that results from analyzing the grouping behavior of the participants recorded either in individual similarity matrices or the OSM. Let \( P = \{P_1, ..., P_n\} \) be the partition of the stimulus (animated icons) that is based on formal requirements (such as the differences between RCC-8 and RCC-5) or some introspective assumptions made by a researcher (e.g., Li & Fonseca, 2006). To be able to compare the formally derived partitioning \( P \) with the obtained results \( C \), the following numbers are computed by comparing the containing clusters for each pair of animated icons \((x_v, x_u)\):

- **SS-a**: the number of pairs of animated icons that belong to the same cluster in both, the clustering structure \( C \) and the partition \( P \).
- **SD-b**: the number of pairs that belong to the same cluster in \( C \) but to different clusters in \( P \).
- **DS-c**: the number of pairs that belong to the same cluster in \( P \) but to different clusters in \( C \).
- **DD-d**: the number of pairs that belong to different clusters in both \( C \) and \( P \).

The numbers for \( a, b, c, \) and \( d \) add up to the number of pairs of animated icons \( M \). The Jaccard coefficient \( J \), for example, is then calculated as \( J = \frac{a}{a+b+c} \) and provides a similarity measure for comparing \( C \) and \( P \).
To derive actual weights for the conceptual neighborhood graph based on these indices, we adapt this general approach and compute individual indices for two conceptually neighbored TECs R1 and R2 in the following way: We focus on only those icons that belong to either R1 or R2. We then consider the individual grouping of a participant and reduce it to just these icons. The resulting clustering is used for \( C \) and compared to a clustering \( P \) in which all icons from R1 and R2 are grouped into a single cluster. This means we compare the groupings of the participants to a grouping in which TECs R1 and R2 are completely combined. The values \( a, b, c, \) and \( d \) as well as the indices are then computed as described above and averaged over all participants. Using this approach, the Rand and Jaccard indices will always be the same because there is only one cluster in P and, hence, \( b \) and \( d \) are always zero. It also has to be noted that in the case that \( a \) is also zero (which means that the icons from R1 and R2 form two disjoint groups in \( C \)), we consider the Folkes and Mallows index to be zero (maximally dissimilar), while it is not defined in the original definition.

### 3.4 Comparing Similarity/Weighting Approaches

In the following, we will compare different strategies to derive similarities/weights for conceptual neighborhood graphs applying the methods discussed above to give an overview of potential weights through the perspective of similarities. The raw similarities of the nine different experiments/domains that we re-analyzed were already shown in Figure 3. Similarities are visualized as heat maps: dark gray colors indicate high similarities; light gray to white colors indicate low or no similarities. Columns and rows are organized by TECs with eight instances (animated icons) within each TEC. The order of columns and rows is kept constant (i.e., in alphabetical order) such that the heat maps are directly comparable. From the dark gray colors along the diagonals (top left to bottom right) we can infer that for most experiments/domains, the similarities within a TEC are very high. This indicates that topology is a strong grouping criterion. There are some exceptions that we will discuss in the following (e.g., the proper part relations in the cannon scenario). We also find that other TECs form strong conceptual groups, but that these similarities are susceptible to change across different scenarios.

In addition to the visualization of the raw similarities in Figure 3, Figure 5 shows the normalized weights derived by analyzing the behavioral data using the methods discussed in Sections 3.1 to 3.3.

We ran a correlation analysis over all index combinations for all nine scenarios and, as indicated by the graphs in the figures, found higher (partially near perfect) correlations between raw similarities and validation indices and slightly lower yet high correlations between fusion coefficients and raw similarities. For the time being we are only looking at fusion coefficients for CN TECs, not for individual icons as the goal of cluster analysis is to identify natural groupings.

We can make several observations:

- Fusion coefficients are not specified for all CNs. There are two reasons for this: First, although topology overall is a strong basic grouping criterion, there are some exceptions in which instances of a TEC are split and are not members of the
same group. The consequence is that fusion coefficients cannot be specified between TECs. Fortunately, these cases are rare. Second, in the case that two TECs are merged together to an extent that they become indistinguishable, specifying a fusion coefficient does not make sense. In these cases, it would be most appropriate to use dissimilarities and define dissimilarities of indistinguishably merged TECs as being minimal (e.g., ‘0’). Specifying an exact value for similarity is more involved and for the time being, we left the value unspecified; it should be the highest possible similarity.

• The fusion coefficients deliver more pronounced graphs, compared to, for example, the raw similarities (hence the lower correlation coefficients). This is good news and bad news. On the one side, this is the intention of clustering methods, that is, strengthening within group similarities and pronouncing between group differences. On the other hand, individual clustering methods may introduce biases. While the details on how clustering methods create groups are known (Al-kanderfer & Blashfield, 1984; Romesburg, 2004), it is not necessarily transparent how this plays out in a specific calculation (e.g., why they result in differences in one experiment/domain but not in another). We found that particularly complete linkage is behaving differently than other methods: (a) weights for CNs are more often not defined (see discussion above); (b) the behavior of the graphs is sometimes contrary to graphs of other methods (e.g., EC1-PO1 in the hurricane and ship scenario).

• One important observation that we will pick up in the outlook again is that there are substantial and significant (see also Klippel, accepted) differences between the similarities across the nine different scenarios. This is exemplified by the different shapes of the graphs across the different scenarios (see Figure 5). As the scenarios are topologically identical and differences such as metric information and speed have been minimized in the experimental setup, we have to conclude that weights between CNs are not independent of the semantics of a domain.

• One additional aspect that makes the assignment of weights difficult is that contextual factors play a role. In the case of the experimental data that we reanalyzed, all paths through the CNG were identical and symmetric: DC-EC-PO-TPP-NTTP-TPP-PO-EC-DC. As several domains show, the similarity between two relations, for example DC and EC, can change in dependence on whether these CN occur at the beginning of a movement pattern (DC1-EC1) or at the end of a movement pattern (DC2-EC2). This can be nicely seen by comparing the shape of the graph of the geometry-translation (GeoT) domains in Figures 5 with all other scenarios. GeoT has a near perfect symmetric shape (in contrast to other domains) with high similarities between non-overlapping CNs as well as high similarities of proper-part CNs. In contrast, similarities of CNs involving PO are relatively low. For a modeling context, this poses a challenge as contextual factors (whether a relation occurs at the beginning or at the end of a movement pattern) have to be taken into consideration.
Fig. 5. Each graph visualizes the similarities / weights for CN for each of the nine scenarios using raw similarities and fusion coefficients (a color version of this figure is available at min.us/m_sc2012figure5 for better readability)
The similarity values in Figure 5 can also be used to potentially answer the question whether an approach based on the region connection calculus is supported or whether IMs are favored. Obviously, and revealed through approaches on behaviorally evaluating QSTR approaches, TECs are forming conceptual groups. In other words, the number of JEPD relations offered by several calculi is higher than the number we would deem cognitively adequate (Clementini et al., 1993; Klippel & Li, 2009; Mark & Egenhofer, 1995). However, while coarser versions of both RCC-8 and IM exist (RCC-5 and coarse IM), these calculi do not match with respect to which relations are merged. In the case of RCC, the relations DC and EC are merged to form DR (discrete from); in the case of IM, the relations EC and PO are merged. Looking at the graphs in Figures 5, we find that some domains tend to support RCC-5, while others support coarse IM:

- DC1-EC1 > EC1-PO1: Cannon, geometry translation, desert, geometry scaling, and lake.
- DC1-EC1 =< EC1-PO1: Hurricane, ship, tornado, and oil.

All scenarios, except for geometry scaling, show high similarities for CNs with proper part relations (TPP1-NTPP, NTPP-TPP2). This finding is consistent with the transition from both RCC-8 to RCC-5 and the fine to coarse transition in the IMs. This finding is also consistent with Li and Fonseca’s (2006) assumption that TPP/NTPP relations are very similar to each other. However, in their model these two relations receive the highest similarity of all relations which clearly is not always supported by the data discussed here.

4 Conclusions and Outlook

4.1 Tangible Findings

All current approaches that either propose equal weights or some weighting scheme do so either introspectively or based on formal requirements. None of these approaches capture the “cognitive reality” that similarities between CNs change dependent on domain semantics. While it is still difficult to capture / derive weights directly from our data, it is clear that we need a deeper understanding of the processes at work to be able to guide weight assignments (see below for a theoretical discussion).

It is also clear that there is not simply a single formalism that will be able to capture similarity universally. We have seen a) that Clementini’s (Clementini et al., 1993) proposal to use as few as five relations potentially is a step in the right direction as several TECs are very similar to each other; b) however, which TECs are considered as being more or less similar is dependent on the domain. In the analysis we showed that some scenarios follow RCC-5 while others may be better captured using the coarse version of IM.

One aspect important for using qualitative approaches to capture similarities of events is that similarities may be asymmetric (see discussion in Section 3). This aspect has been pointed out early on by Tversky (e.g., Tversky & Gati, 1978) and we do find aspects of asymmetry in nearly every domain we analyzed (e.g., whether a
hurricane moves toward the coast, DC-EC-PO ..., or away from the coast, PO-EC-DC). That means it matters whether two TECs are in AB or BA order. The similarity again is not something arbitrarily assigned but is an indication of an underlying (commonsense) process model that has guided participants in performing the grouping task.

4.2 A Reflection on the Methods Used

One aspect to keep in mind is that our experimental design follows a classic grouping paradigm, that is, two icons considered as being similar to each other are placed into the same group by participants. Also referred to as category construction or free classification, this method has gained widespread acceptance across a number of disciplines (Medin et al., 1987; Pothos, 2005; Roth et al., 2011), despite several limitations. The coding of similarities is binary, that is, either ‘0’ or ‘1’ with the implication that integers are used throughout individual similarity matrices as well as in the OSM. While the OSM reflects that individual icons may belong to more than one group or belong sort of to one but also to another group, individual matrices do not allow for such detailed distinctions. One possibility to overcome this shortcoming is to employ a different method for assessing similarities in user studies. Examples that come to mind are direct similarity assessments, that is, a participant would rate the similarity of two icons at a time on a continuous scale. The disadvantage of this method is that to achieve the same number of similarity ratings as, for example, in our experiments, 2556 comparisons would have to be made (not counting symmetric and same icon comparisons). As we (and others) have run experiments with substantially more icons, this method becomes quickly infeasible as a certain number of repetitions (per TEC) is necessary to avoid influence of individual stimuli (icons). Other methods, such as selecting the most similar icon from a group of potential target icons have a similar problem of not creating enough data points for the similarity matrix. While it is possible to simulate data, we prefer methods that provide the respective data directly (Rogowitz, Frese, Smith, Bouman, & Kalin, 1998).

One way to obtain continuous similarity rankings would be to allow participants to place icons into piles on a continuous surface (e.g., a computer screen). The advantage would be that the Euclidean properties of such a surface could be used to derive continuous similarity measures by using Pythagoras theorem. This way every pair of icons would be assigned a similarity/dissimilarity value.

The data analysis using fusion coefficients has shown that topology is often but not always the main grouping criterion. This is reflected by a few missing values in Figure 5. This problem could be prevented by using averages of fusion coefficients for all instances within TECs (in relation to all other instances of a second TEC). The raw similarity matrix would basically be replaced by the cophenetic matrix. The downside of using this method would be that the purpose of clustering methods, revealing natural groupings, would be circumvented. The bigger issue that these missing values hint at is that in cases in which TECs are split up (e.g., several overlap and proper part relations in the cannon experiment/domain), topology simply is not the main grouping criterion and as such, it is difficult to derive weights for a topological CNG from this
Our research focused primarily on topology and as revealed by other methods we used (raw similarities and indices), the results are reasonable with respect to shedding light on similarities/weights in CNGs. However, it would be necessary to conduct similar research on other aspects of spatial knowledge such as distance and directions (Bruns & Egenhofer, 1996; Li & Fonseca, 2006). An open question is whether individual similarities in a scene (or event) can be added or whether holistic methods are necessary to assess overall similarities.

4.3 Some Theoretical Thoughts

Hirschfeld and Gelman (1994), in their introduction to their book on *Mapping the Mind*, state that “[…] much of human cognition is domain-specific.” (p. 3) While domain-specificity can have multiple meanings, the one meaning important for this paper is related to semantic domains (e.g., Guarino & Giaretta, 1995) and specifically addresses geographic domains. As such, the explanation of the behavioral data might be loosely related to the concept of *theory theory* (Gopnik & Wellman, 1994), approaches to model common-sense knowledge (Davis, 1990; Hobbs & Moore, 1985), and computational approaches to semantics such as FrameNet (Fillmore & Baker, 2010). However, the main focus of this paper has been on qualitative theories of geographic event conceptualization and how they can be grounded cognitively. To this end, it is important to understand that from an ontological perspective, this paper is much closer to upper level ontologies and addresses the problem that qualitative spatial relations have been considered largely applicable in a domain-independent fashion (with the exception that different formal models are suggested based on introspections of researchers or based on formal constraints). Keil (1994) noted that “The revival of interest in domains of cognition, especially in the contexts of cross-cultural and developmental studies, is a welcome new awareness of how different sorts of concepts and belief systems might become tailored to particular kinds of lawful regularities in our physical and social worlds.” (p. 234). What is needed is indeed an approach on modeling geographic event conceptualization which systematically identifies regularities in the external world and allows for providing quantitative measures that will improve the cognitive adequacy of QSTR in several information processing tasks. In the spatial sciences, process models are being developed that capture domain specific information with the goal to characterize not only entities and their relations but, additionally, underlying processes (Torrens, 2012). These approaches should be explored for the modeling of behavioral data, too.

4.4 Some Application Oriented Thoughts

Last but not least, one of the next steps in our research will be the incorporation of the developed similarity models into spatial query processing and retrieval systems. On the one hand, this would improve the usability of such systems by empowering them with the ability to provide answers based on the relational similarity to the given query and make suggestions even when no exact match can be found or in
query-by-example scenarios. The provided output could then, for instance, consist of a ranked set of alternatives. On the other hand, the implemented system would allow for performing a detailed evaluation and comparison of the developed similarity models and, hence, also the different methodologies for deriving weights—using human usability studies. We are currently aiming at an implementation in the form of a generic software module that can be turned into plugins to provide similarity-based querying capabilities within existing GIS software and query interfaces to spatial information on the semantic web. The module will be instantiated with a weighted conceptual neighborhood model for an arbitrary JEPD spatial calculus together with an implementation of predicates for the different relations applicable to geometric information. It will then be able to process queries over the defined set of relations and give a similarity-ranked set of instances as a result. To deal with configurations of more than two objects, the similarity values in the weighted conceptual neighborhood graph will have to be aggregated over several relations to yield an overall similarity assessment. Investigating different approaches for this aggregation step will also be a topic of future research.
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Assessing Similarities of Qualitative Spatio-temporal Relations


Abstract. This study aimed to investigate: (i) whether a mental representation derived from spatial descriptions was represented according to a specific orientation, and (ii) which kind of visuo-spatial ability dictate such a mental representation.

A sample of 148 participants listened to one of four descriptions combining spatial perspectives (survey vs. route) and orientations used to provide information (from south to north [SN] vs. from north to south [NS]). Then they performed pointing (SN- and NS-oriented) and map drawing tasks, and a series of visuo-spatial measures. The results showed that: (i) SN pointing performance was better after both SN and NS descriptions, indicating that information is preferentially represented in a mental map north up oriented even when descriptions are presented in the opposite direction (i.e. from south to north). Perspective-taking was the main spatial ability involved in sustaining the mental representation when participants were required to learn information and to adopt imaginary positions from north to south.

Keywords: spatial descriptions, spatial orientation, pointing task, perspective-taking ability.

1 Introduction

1.1 Spatial Descriptions and Orientation of Mental Representation

An environment can be learnt directly (by navigation) or indirectly using visual inputs (e.g. maps) or verbal inputs, such as descriptions. There is a large body of evidence to show that mental representations derived from learning environmental descriptions have spatial characteristics. Most studies on this topic were conducted within the framework of a mental model [1]. In the case of spatial texts, a reader builds a mental model (i.e. a referential representation of the meaning of the description) that includes scenes as well as representing the language (or text). These scenes preserve physical properties of space, such as relationships between objects [2, 3], positions [4] and spatial distances [5].

A question still debated in mental model studies is whether the mental representations derived from survey and route descriptions (two different ways to
provide spatial information) are similar [3] or differ [2]. Route descriptions represent space from an egocentric perspective and use an intrinsic reference frame (e.g. “to your left”, “behind you”, etc.); survey descriptions represent the space from an allocentric perspective (a bird's-eye view) and use an extrinsic reference frame such as compass directions (north, south, east, west). One way to clarify this debated question is to focus on a specific feature of mental representation such as orientation, i.e. the preferred mode for representing information in memory.

Some studies have analyzed the orientation adopted by a mental representation drawn from spatial descriptions. For this purpose, Shelton and McNamara [6, Exp. 1] asked participants to memorize environments by using descriptions (i.e. reading survey and route descriptions) or virtual exploration (i.e. watching survey and route videos). Their performance (tested using scene recognition in different orientations, 0°-315°) was related to both orientation and perspective. Recognition performance was best when the image perspective matched the learned perspective. On the other hand, images oriented to 0° were recognized better than in other orientations (orientation effect) after reading survey and route descriptions, and after watching a survey movie, but not a route movie (in the latter case, participants performed better with images consistent with the orientation of the legs on the path). In a subsequent experiment, the authors used the pointing task to test the orientation effect of mental representation derived from visual learning of environment in the route and survey perspectives. The pointing task involved imagining being at one landmark in the environment presented, facing a second landmark and pointing in the direction of a third. Different orientations were tested from 0° (corresponding to the initial path heading for the route perspective and the fixed heading for the survey perspective, both north-up oriented) to 315°. The results showed a better performance when pointing was 0° oriented (orientation effect) regardless of the type of perspective learned.

The orientation effect on learning spatial descriptions was further examined in a series of studies by Wilson and Wildbur [7, 8]. In Wilson and colleagues [7, Exp. 1], participants read descriptions of simple paths described from an aerial (corresponding to survey) or personal (corresponding to route) point of view: 0°-oriented pointing (where 0° corresponded to the initial view aligned with the learner) was better than 180°-oriented pointing (i.e. counter-aligned with the imaginary position of the learner), with no differences emerging between the survey and route groups. This result, in which the learners’ mental representation was aligned with the first perspective they had experienced, was also confirmed when other experimental manipulations were introduced, such as adapting the description of the path to a large-scale environment [7, Exp. 2], or adding salient landmarks outside the route, or employing cardinal directions [8]. These findings support the conviction that spatial information is organized mentally in a picture-like format that enables what is at the top (personal north) and what is at the bottom (personal south) to be defined according to the viewer’s position, where the first perspective taken defines a principal reference vector or “conceptual north”. This would mean that mental representations are memorized according to a specific orientation [9, 10] even when information is encoded using descriptions [6].
Although these findings suggest that mental representation is orientation-dependent (regardless of the spatial perspective taken), to our knowledge no studies have explored the preferred orientation of mental representations drawn from descriptions of large-scale environments using a typical spatial task, i.e. a pointing task. Shelton and McNamara [6, Exp. 1] compared the mental representation formed on the strength of survey and route descriptions using a visual test (a scene recognition test). Wilson and colleagues [7, 8] used a pointing task with descriptions of simplified paths, mainly from the route perspective. There is consequently still a paucity of knowledge on whether or not the mental representations derived from environment descriptions are orientation-dependent, and whether or not there is a similar orientation effect after survey and route descriptions have been learnt.

1.2 Spatial Descriptions and Visuo-spatial Abilities

It is well recognized that visuo-spatial abilities have a central role in environment learning [11, 12], even when spatial information is conveyed using descriptions [13, 14, 15]. Spatial ability is defined as the ability to generate, retain and transform abstract visual images [16], and it includes several factors such as visuo-spatial perceptual speed, spatial visualization and mental rotation [17]; the latter two are those most often used in investigations on the characteristics of mental representations drawn from spatial descriptions. Spatial visualization (SV) is the ability to perform a multistep manipulation of spatial stimuli, while mental rotation (MR) is the ability to mentally rotate 2- or 3-dimensional stimuli. Both these types of spatial ability are related to mental representations drawn from spatial descriptions [13, 14, 15, 18, 19, 20]. For example, MR is related to learning spatial descriptions in survey [18] and in route [19, 20] perspectives.

Another spatial ability involved in environment learning is perspective-taking (PT), which consists in imagining the appearance of objects from different orientations (or perspectives) misaligned with the observer’s viewpoint; it is measured with the Perspective-Taking Task (PTT) [21]. It has been demonstrated that PT is dissociated from MR, the former requiring subject-centered rotations, the latter object-centered [22]. PT is relevant to environment learning [23] and mediates the relationship between general spatial ability and spatial environment learning (such as navigation [12]), although no investigations have so far analyzed its involvement in spatial description learning.

Although the above-mentioned studies have pointed to a relevant role of SV and MR abilities in learning spatial descriptions, and possibly of PT too (though no direct evidence has been collected), no studies have examined their combined role in sustaining mental representations derived from learning spatial descriptions when the orientation effect is tested.

Fields and Shelton provided evidence of the supporting role of spatial abilities in the orientation (and changes in the orientation) of mental representations acquired by virtual exploration [24]. They asked participants to learn an open environment by means of virtual exploration from the survey or route perspective. The results of pointing tasks showed the typical orientation effect: in particular, performance was
better for 0°-oriented pointing than for the other orientations. Analyzing the visuo-
spatial abilities involved in pointing task performance shed important light on the 
spatial competences that sustained this representation: the results showed that the best 
predictors of survey and route pointing accuracy were MR and PT, followed by 
spatial span and the ability to give left/right directions on a map. The key factor 
involved in the change of heading orientation (after both survey and route encoding) 
was the PT ability, however. These findings go to show that mental representation is 
orientation-dependent (after both survey and route learning), and supported primarily 
by the ability to imagine adopting new orientations.

On the other hand, it is hard to say whether some visuo-spatial abilities (such as 
PT) also have a major role in sustaining the orientation (and changes in the 
orientation) of mental representations derived from spatial descriptions (from the 
survey and route perspectives).

### 1.3 Aims

The present study aimed to investigate: (i) whether mental representations derived 
from spatial descriptions are presented according to a specific orientation, and 
whether this remains the same for survey and route descriptions; (ii) which visuo-
spatial abilities support the orientation of mental representations.

To clarify these questions, four types of description were adopted, with different 
combinations of spatial perspective (survey vs. route) and orientation used to provide 
information (north to south vs. south to north). For a given figure depicting an 
environment, spatial information could be presented from the bottom upwards or vice 
versa. In other words, the way in which spatial information was conveyed could be 
conceptualized as being from south to north (SN) or from north to south (NS). This 
enabled us to understand whether the spatial information was represented in the 
participants’ memory according to a specific orientation, and whether or not this 
depended on how the information had been presented. Participants listened to 
descriptions given from north to south (NS d) and from south to north (SN d) from the 
survey or route perspectives, and they completed a pointing task by adopting 
imaginary positions facing north (SN p) or south (SN p).

**Predictions:**

(i) Orientation of mental representation

In a preliminary study, we established that participants spontaneously represented 
environments with a north-up orientation after learning spatial descriptions [25], but 
we did not know whether this orientation in their memory was preserved even when 
information was explicitly presented in the opposite direction, i.e. when participants 
were obliged to imagine starting on a path or exploring an aerial view working from 
north to south. We wished to clarify whether (a) mental representation is north-up 
oriented even when information is encoded in the opposite direction; or on the 
contrary whether (b) the imaginary orientation adopted by the learner during their 
initial encoding influenced the orientation represented in their memory.
Thus:
(a) if information on the environment is memorized with a north-up orientation whatever the mode of orientation with which this information is presented, then we would expect to see the same results in SN and NS d, with a better performance for SN p than for NS p;
(b) if the initial imagery orientation adopted by learners is important in influencing how information is represented in their memory, then we would expect to see differences in SN and NS descriptions, i.e. a better performance in SN p than in NS p in the case of SN d [as suggested by 6, 24], and a better performance in NS p than in SN p in the case of NS d (previous studies did not test this latter condition directly; the starting point was north-up oriented in 6 and 24).

We explored whether or not the orientation effect changed as a function of the spatial perspective taken.

(ii) Visuo-spatial abilities and mental representation
We analyzed which visuo-spatial abilities are involved, and to what extent, in sustaining mental representations resulting from spatial descriptions, and whether their role changes as a function of the spatial perspective taken and the way in which the information was presented.

A set of visuo-spatial tasks was administered to measure SV and MR, abilities that have been shown to correlate with spatial description learning [13, 18, 19]. PT was also measured because of its central role in predicting visual environment learning [24], assuming that its involvement might also be extended to when an environment is learnt from descriptions. PT abilities were tested using the PTT [22] and route directions on a map (Spatial Indication Task, SIT). Working memory (WM) was also tested, in terms of spatial and verbal span, using the Corsi Blocks and the Digit span tasks, because previous studies had revealed the involvement of visuo-spatial WM in spatial description learning [19, 20].

2 Method

2.1 Participants
A sample of 148 (95 females) university students (mean age = 24.2, SD = 2.63) took part in the study, divided into four groups of 37 participants (24 females) each, labeled as: route-SN description; route-NS description; survey-SN description; survey-NS description.

2.2 Material

Individual difference measures
Mental Rotations Test (MRT) [26]. The MRT measures the ability to rotate 3-D objects (testing MR ability). The task involves finding two figures among four that are identical to the target, but rotated in space (20 items, time limit 8 min).

Embedded Figures Test (EFT) [27]. The EFT involves identifying simple pictures embedded in complex configurations (testing SV ability), i.e. participants have to find the simpler shapes contained (or embedded) in a composite figure (18 items, time limit 8 minutes).
Minnesota Paper Form Board (MPFB) [28]. The MPFB tests the ability to arrange separate objects to make up a complete figure (testing SV skills). Each item consists of one 2D target object and five alternatives (i.e. five sets of fragmented parts) and participants have to decide which set makes up the target object (31 items, time limit 8 minutes).

Perspective Taking Task (PTT) [21, 22]. The PTT involves taking a new imaginary perspective within a configuration of seven objects (testing PT ability). For each item participants imagine being at one object of the layout, facing another object, and pointing to a third using a circle for giving their response (12 items, time limit 5 min).

Spatial Indication Task (SIT) [29]. The SIT measures the ability to give instructions to turn left/right to cover a route on a map (testing PT ability), which goes in directions that are also counter-aligned with respect to the observer’s view) (total turns 17).

Working Memory (WM) tasks. The Corsi Blocks task [30] consists of reproducing sequences of blocks arranged irregularly on a board. The Digit Span task [31] involves recalling a sequence of digits. Participants are asked to reproduce increasingly long sequences of blocks/numbers in forward or reverse order. In both tasks, the length of the sequence was varied from 2 to 9 blocks or digits (using two sequences for each length).

Sense of direction and spatial representation scale (SDSR) [32]. The SDSR comprises 11 items measuring five factors: general sense of direction, knowledge and use of cardinal points, and preference for survey, route or landmark-centered representations. Responses are given on a Likert scale (from 1= “not at all” to 5= “very good”); $\alpha = 0.75$, [see also 33].

Spatial descriptions
Four descriptions were prepared of the same open environment (“The Zoo”). The four descriptions were of similar length (324 to 330 words, 11 sentences) and were equally recalled (when tested in a pilot study). The zoo was a square area containing nine landmarks (Entrance, Ticket booth, Elephants, Playground, Fountain, Ice-cream parlor, Chimpanzees, Lions and Dolphins): four landmarks were located in the corners, four halfway between each pair of corners and one in the center (the distance between any two landmarks around the perimeter was 100 meters). The landmarks were organized into three legs: Entrance, Playground and Chimpanzees (Lateral leg 1); Ticket booth, Fountain and Lions (Central leg); Elephants, Ice-cream parlor and Dolphins (Lateral leg 2). In all descriptions, general information was provided about the zoo area, then the orientation localizing the initial landmark, e.g. the entrance gate, was specified (see Table 1). Given a hypothetical picture of the environment, the entrance is located in the bottom left (route)/south-west (survey) corner in the SN descriptions, and in the top right (route)/north-west (survey) corner in the NS descriptions. It is essential to specify the starting positions for route descriptions and we opted to do the same for survey descriptions as well to guarantee a parallel version. A pilot study confirmed that participants correctly detected the starting location from a south-to-north or north-to-south orientation in both perspective versions, and that the four types of description were equally well recalled.

Route descriptions provided indications from a personal view point (“turn left”, “go straight on” etc.); the path starts from the Entrance located in the “bottom left-
hand corner of the zoo” (SN d), or in the “top right-hand corner of the zoo” (NS d); the two paths run mainly according to the arrows shown in Figure 1a (for SN d) and 1b (for NS d). The central leg of each path was described in the opposite direction to the lateral legs. The survey descriptions used canonical terms (“south”, “north-east” etc.); in both versions, the entrance was defined first (“on the southern side of the zoo, in the western corner” -SN d- or “on the northern side of the zoo in the eastern corner” -NS d-), then the landmarks were presented, working gradually from south to north or from north to south (see parts of the text in Table 1).

Pointing task

The task consisted in participants imagining standing at one landmark at the zoo, facing another landmark and pointing to a third. Each sentence was written at the top of a sheet a paper (e.g. “Imagine you are at the Entrance facing the Playground, point to the Fountain”) with a circle underneath the sentence showing an arrow going from the center towards the upper edge, which was used to give the answer: the center represented the point where participants imagined being (the Entrance in this example), and the tip of the arrow was the point they were facing (the Playground); the task consisted in indicating the direction of a third (target) landmark (e.g. the Fountain) by drawing a line from the center of the circle to a point on its circumference.

Fifty-two pointing tasks were prepared; 26 were SN oriented (testing imaginary positions going from south to north) and 26 were NS oriented (testing imaginary positions going from north to south). This distinction between SN and NS was reversed when the orientation changed, e.g. if we consider the pointing direction involved in the above example, this would be SN oriented for SN d, but NS oriented for NS d. The number of items was defined according to the possible orientation in the three legs.

Table 1. Parts of descriptions expressed from south to north (SN d), and from north to south (NS d) and presented from the route and survey perspectives

<table>
<thead>
<tr>
<th></th>
<th>SN descriptions</th>
<th>NS descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial sentence</td>
<td>The Podana town zoo is square in shape and occupies a flat area of land.</td>
<td>Now you will hear a description of what there is inside this area:</td>
</tr>
<tr>
<td></td>
<td>(route description) from a personal viewpoint using egocentric terms (such as “on your left”, “in front of you”); or (survey description) from an aerial viewpoint, using canonical terms (such as north, south-east) to locate elements that are 100 meters away from each other.</td>
<td></td>
</tr>
</tbody>
</table>
| Route descriptions   | “You are at the Entrance gate in the bottom left-hand corner of the zoo (…); from the Entrance, you can start walking and you will find the Playground 100 meters away”. | “You are at the Entrance gate in the top right-hand corner of the zoo (…); from the Entrance, you can start walking and you will come to the Playground 100 meters away”.
|                      | “The Entrance is on the southern side of the zoo in the western corner (…); the Elephants pen is in the south-eastern corner (…); the Ticket booth is halfway along the southern side (…)”. | “The Entrance is on the northern side of the zoo in the eastern corner (…); the Elephants pen is in the north-western corner (…); the Ticket booth is halfway along the northern side (…)”. |
| Survey descriptions  |                                                                                  |                                                                                  |
2.3 Procedure

The experimental session was divided into two parts (1 and 2) and lasted about two
hours altogether. Participants were tested individually and could take a break between
the two parts (only two of them did so). They were randomly assigned to one of the
four types of description.

1. They listened to the spatial description twice (MP3 recordings six minutes long;
hearing them twice ensured that they remembered most of the landmarks presented
[19, 34]); then they completed the pointing task; each (randomly presented) item was
shown on a sheet of paper containing the sentence and a circle; participants read the
sentence and then indicated the direction of the landmark by drawing a line from the
centre to the circumference of the circle. Then they drew a map of the environment.

2. In the second part, participants completed the visuo-spatial (MRT, PTT, EFT,
SIT, Corsi Blocks, SDSR) and verbal (Digit span) measures, presented in random
order.

3 Results

3.1 Scoring

Accuracy (total number of correct answers) was considered for the MRT, EFT,
MPFB, SIT, and WM tasks. The degrees of error (the difference in degrees between
the correct direction and the answer given by the participant) were considered for the
PTT and pointing tasks.
3.2 Orientation of Mental Representation

Preliminary analyses
In the map drawing task, 3 participants drew \( \leq 5 \) landmarks (in the NS descriptions) and were excluded from any further analyses. With the exception of these 3 cases, the participants revealed good map drawing scores (maximum score 9) with similar results for the four types of description (survey SN: \( M = 8.49, SD = 1.39 \); survey NS: \( M = 8.59, SD = .86 \); route SN: \( M = 8.39, SD = 1.72 \); route NS: \( M = 8.25, SD = 1.57 \)).

Given that the information on the lateral and central legs was provided in the opposite direction in the route descriptions (i.e. SN-route d: lateral SN oriented vs. central NS oriented; and vice versa for NS-route d), comparisons of pointing task performance (degrees of error) were performed between the lateral and central legs in each description. No differences (\( F < 1 \)) were found: the information in the central leg was represented in the same way as in the lateral legs, i.e. the central leg was mentally oriented in the same way as the lateral legs [33]. For the final analyses, the mean of all the degrees of error for the three legs was considered.

Pointing task performance
A mixed ANOVA was carried out, using 2 (spatial perspective: survey d vs. route d) x 2 (description orientation: SN d vs. NS d) as the between-participant factors – x 2 (pointing orientation: SN p vs. NS p) as the within-participant factor. The results showed significant main effects of perspective, \( F (1, 139) = 4.92 \eta^2=.03 \ p=.03 \) – survey (\( M = 28.21 \ SE = 3.31 \)) better than route (\( M = 38.63 \ SE = 3.33 \)) - and of description orientation, \( F (1, 139) = 3.86 \eta^2=.03 \ p=.05 \) – SN d (\( M = 28.80 \ SE = 3.31 \)) better than NS d (\( M = 38.04 \ SE = 3.33 \)). Only the description orientation x pointing orientation interaction was significant, \( F (1, 139) = 24.61 \eta^2=.15 \ p\leq.001 \). The post hoc comparisons (see means in Table 2) showed that SN p performance was better in SN d compared to NS p (\( p\leq .001 \)); but SN p was also better than NS p in NS d (\( p=.01 \)). The same interaction also showed that for counter-aligned pointing with description orientation (SN p in NS d vs NS p in SN d) no difference was found; while for pointing aligned with description orientation SN p in SN d were better respect to NS p in NS d (\( p\leq .001 \)). These results indicate that the participants’ mental representation was north-up oriented even when the descriptions presented the information going from north to south.

<table>
<thead>
<tr>
<th>Pointing orientation</th>
<th>Description orientation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SN d</td>
</tr>
<tr>
<td></td>
<td>M (SE)</td>
</tr>
<tr>
<td>SN p</td>
<td>22.20 (3.33)</td>
</tr>
<tr>
<td>NS p</td>
<td>35.48 (3.85)</td>
</tr>
</tbody>
</table>

3.3 Visuo-spatial Abilities and Mental Representation
Given that the results of the ANOVA showed that the orientation of the description and of the pointing were relevant factors (while perspective did not interact with
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orientation), the relationships between visuo-spatial and verbal measures with NS and SN pointing in SN and NS descriptions were examined using correlations (1) and regression models (2).

1) The correlations (see Table 3) showed that both SN p and NS p (in both types of description) correlated significantly with MRT, EFT, and the backward version of the Corsi Blocks task (a higher accuracy correlated with a lower degree of pointing errors); the PTT correlated significantly with NS d (for both NS and SN p), and with SN d (only for NS p). For NS d, moreover, MPFB, sense of direction and SIT correlated with pointing performance (SIT only for NS p).

2) Regression models were used to see if the visuo-spatial measures could differently predict NS and SN pointing as a function of the type of description (SN vs. NS). Initially, the main predictors were selected using a stepwise regression, inserting pointing performance (degrees of error) as the dependent variable, and the measures significantly correlating with pointing as independent variables (see Table 3). The results showed that the measures selected were: PTT ($R^2 = .22, F = 84.79 \ p \leq .001; \beta = .47$), MRT ($R^2 = .04, F = 50.50 \ p \leq .001; \beta = -.20$), sense of direction ($R^2 = .03, F = 35.88 \ p \leq .001; \beta = -.12$) and Corsi Blocks (backward version) ($R^2 = .01, F = 28.26 \ p \leq .001; \beta = -.11$).

Then a hierarchical multiple regression model was used to ascertain how visuo-spatial measures change as a function of pointing and description orientation. In the first step, description orientation and pointing orientation (as dichotomous variables, see Table 4) and visuo-spatial measures – selected using stepwise regression - were inserted as independent variables (at continuous level). In the second step, the values corresponding to the two-way interactions between description orientation or pointing orientation and each visuo-spatial measure were inserted. In the third step, three-way interactions between description orientation, pointing orientation and each visuo-spatial measure were inserted. The results showed the significant effect of all three steps (Step 1: $F = (5, 295) = 22.73 \ p \leq .001$; Step 2: $F = (11, 295) = 11.78 \ p \leq .001$; Step 3: $F = (14, 295) = 10.25 \ p \leq .001$) accounting for 28%, 3% and 3% of the variance, respectively.

In particular (as shown in Table 4), in the first step the description orientation ($\beta = .13, p = .05$) had a significant main effect, indicating that participants made more pointing errors in NS d; the PTT ($\beta = .58, p \leq .001$), MRT ($\beta = -.23, p \leq .05$) and Corsi Blocks ($\beta = -.26, p = .01$) tasks also had a significant main effect, showing that higher scores for MRT and the Corsi Blocks, and smaller degrees of error in the PTT were associated with smaller pointing errors.

In the second step, the following interactions were significant:

- pointing orientation x PTT ($\beta = -.36, p \leq .01$): performance for NS p in SN d and SN p in NS d (i.e. pointing counter-aligned with the orientation in which the descriptive information was conveyed) were more associated with PTT (fewer errors in PTT - fewer pointing errors);
- description orientation x Corsi Blocks ($\beta = .21, p = .05$): accuracy in the Corsi task was associated with pointing performance in SN d;
- description orientation x sense of direction – tendency- ($\beta = -.16, p = .07$): a higher rating for sense of direction tended to be associated with a lower degree of errors in pointing for NS d (but not in SN d).
In the third step, the only significant 3-way interaction involved pointing orientation x description orientation x PTT ($\beta = .28$, $p = .01$): NS p in NS d (i.e. pointing aligned with description orientation) was more associated with performance in the PTT (by comparison with SN p in SN d).

All interactions involving PTT (i.e. pointing orientation x PTT, pointing orientation x description orientation x PTT) showed that, when descriptions are presented from south to north, PT ability is involved only when counter-aligned imaginary positions are tested (with NS pointing), not the aligned positions (i.e. with SN pointing); conversely, when descriptions are presented from north to south, PT ability is involved in the imaginary positions both aligned and counter-aligned with the orientation of the description.

To ensure that the pattern of results generally overlapped in the survey and route descriptions, further regression analyses were carried out separately for two types of perspective. The results of regression models showed that the pointing orientation x PTT interaction was equally replicated for both survey and route descriptions ($p_s \leq .01$). The pointing orientation x description orientation x PTT interaction emerged mainly for survey description ($p \leq .01$) – route description ($p = .07$). For the other 2 way interactions (description orientation x Corsi Blocks, description orientation x sense of direction) no differences between survey and route descriptions were substantially found.

Table 3. Correlations of SN and NS pointing (degrees of error) in SN and NS descriptions with individual differences measures (*$p \leq .05$, **$p \leq .01$)

<table>
<thead>
<tr>
<th></th>
<th>SN descriptions</th>
<th>NS descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SN pointing</td>
<td>NS pointing</td>
</tr>
<tr>
<td>Visuo-spatial measures</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental Rotation Test (MRT)</td>
<td>-.31**</td>
<td>-.39**</td>
</tr>
<tr>
<td>Perspective Taking Task (PTT)</td>
<td>.19</td>
<td>.61**</td>
</tr>
<tr>
<td>Minnesota Paper Form Board (MPFB)</td>
<td>-.08</td>
<td>-.21</td>
</tr>
<tr>
<td>Embedded Figure Test (EFT)</td>
<td>-.23*</td>
<td>-.31**</td>
</tr>
<tr>
<td>Spatial Indication Task (SIT)</td>
<td>.04</td>
<td>-.18</td>
</tr>
<tr>
<td>Forward Corsi Blocks task</td>
<td>-.16</td>
<td>-.16</td>
</tr>
<tr>
<td>Backward Corsi Blocks task</td>
<td>-.28*</td>
<td>-.39**</td>
</tr>
<tr>
<td>General sense of direction (SDSR)</td>
<td>-.07</td>
<td>-.20</td>
</tr>
<tr>
<td>Knowledge and use of cardinal points (SDSR)</td>
<td>-.05</td>
<td>-.04</td>
</tr>
<tr>
<td>Survey representation (SDSR)</td>
<td>-.14</td>
<td>-.20</td>
</tr>
<tr>
<td>Route representation (SDSR)</td>
<td>-.20</td>
<td>-.19</td>
</tr>
<tr>
<td>Landmark-centered representation (SDSR)</td>
<td>-.02</td>
<td>-.01</td>
</tr>
</tbody>
</table>

Verbal measures

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward digit span</td>
<td>-.15</td>
<td>-.03</td>
<td>-.12</td>
<td>-.08</td>
</tr>
<tr>
<td>Backward digit span</td>
<td>-.02</td>
<td>-.11</td>
<td>-.17</td>
<td>-.18</td>
</tr>
</tbody>
</table>
Table 4. Hierarchical multiple regression on pointing (degrees of error)

<table>
<thead>
<tr>
<th>Predictors</th>
<th>ΔR²</th>
<th>β(a)</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Standardized coefficients; (b) Dichotomous variable: 1, pointing aligned with description, i.e. SN p with SN d; NS p with NS d; 0, pointing counter-aligned with description; i.e. SN p with NS d; NS p with SN d; (c) Dichotomous variable: 1 NS d; 0 for SN d). PTT: Perspective Taking Task; MRT: Mental Rotation Test; Sense of direction: General sense of direction of SDSR. Significant results are given in boldface.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pointing orientation (b)</td>
<td>-0.05</td>
<td>-1.01</td>
<td>.32</td>
<td></td>
</tr>
<tr>
<td>Description orientation (c)</td>
<td>0.13</td>
<td>1.89</td>
<td>.05</td>
<td></td>
</tr>
<tr>
<td>PTT</td>
<td>0.58</td>
<td>5.15</td>
<td>≤ .001</td>
<td></td>
</tr>
<tr>
<td>MRT</td>
<td>-0.23</td>
<td>-2.03</td>
<td>≤ .05</td>
<td></td>
</tr>
<tr>
<td>Sense of direction</td>
<td>-0.05</td>
<td>&lt;1</td>
<td>.56</td>
<td></td>
</tr>
<tr>
<td>Corsi Blocks</td>
<td>-0.26</td>
<td>-2.55</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Step 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pointing orientation x PTT</td>
<td>-0.36</td>
<td>-3.28</td>
<td>≤ .01</td>
<td></td>
</tr>
<tr>
<td>Pointing orientation x MRT</td>
<td>0.03</td>
<td>&lt;1</td>
<td>.85</td>
<td></td>
</tr>
<tr>
<td>Pointing orientation x Sense of direction</td>
<td>0.03</td>
<td>&lt;1</td>
<td>.67</td>
<td></td>
</tr>
<tr>
<td>Pointing orientation x Corsi Blocks</td>
<td>0.09</td>
<td>&lt;1</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td>Description orientation x PTT</td>
<td>0.09</td>
<td>1.10</td>
<td>.27</td>
<td></td>
</tr>
<tr>
<td>Description orientation x MRT</td>
<td>0.03</td>
<td>&lt;1</td>
<td>.50</td>
<td></td>
</tr>
<tr>
<td>Description orientation x Sense of direction</td>
<td>-0.16</td>
<td>-1.82</td>
<td>.07</td>
<td></td>
</tr>
<tr>
<td>Description orientation x Corsi Blocks</td>
<td>0.21</td>
<td>2.15</td>
<td>.05</td>
<td></td>
</tr>
<tr>
<td>Step 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pointing orientation x</td>
<td>0.28</td>
<td>2.25</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Description orient. x PTT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pointing orientation x</td>
<td>-0.05</td>
<td>&lt;1</td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td>Description orient. x MRT</td>
<td>-0.05</td>
<td>&lt;1</td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td>Pointing orientation x Sense of direction</td>
<td>-0.02</td>
<td>-1.9</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td>Pointing orientation x</td>
<td>0.11</td>
<td>-1.02</td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td>Description orient. x Corsi Blocks</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total R²</td>
<td></td>
<td></td>
<td></td>
<td>.34</td>
</tr>
</tbody>
</table>

4 Discussion and Conclusions

This study investigated: (i) whether spatial descriptions (from the survey and route perspectives) are mentally represented according to a specific orientation; and (ii)
which visuo-spatial abilities are mainly involved in sustaining this representation. From previous studies, we know that: (1) mental representations drawn from spatial descriptions are orientation-dependent, with the learner’s initial viewpoint having a central role [6, 7, 8]. In previous studies information was mainly presented from south to north, however. In Shelton and colleagues [6, 24], for example, spatial information was presented with a north-up orientation - starting from the south-west corner - and we did not know whether or not the representation was preserved in memory with a north-up orientation when information was conveyed with the opposite orientation. Differences in the orientation effect on survey versus route descriptions have also been explored. We also know that: (2) visuo-spatial abilities sustain environment learning [11, 12], also when spatial descriptions are used [14, 18, 19], but what visuo-spatial abilities sustain this representation and the cost of maintaining a mental representation in a specific orientation remained unexplored. This study thus consisted of a novel joint analysis on the role of spatial orientation and perspective in mentally representing spatial information conveyed verbally (using descriptions), and the visuo-spatial abilities needed to sustain such representation.

Four versions of a description of a zoo environment were prepared, two mainly providing information extending from south to north in a hypothetical figure where north is at the top of the figure and south is at the bottom (SN versions), and the other two extending from north to south (NS versions). Each orientation version was presented from the survey (bird’s eye view) and route (personal viewpoint) perspectives. After listening to the descriptions, participants completed pointing and map drawing tasks; the latter was carried out to check the accuracy of their mental maps that showed to be equally good in all descriptions.

(i) Orientation of mental representation. The results of the ANOVA showed that pointing performance was better in SN descriptions than in NS descriptions. It was also generally better for survey than for route descriptions (confirming previous results obtained using virtual exploration [24]). The spatial perspective did not interact with either the description orientation or the pointing orientation, however. Indeed, the latter variables only interacted with one another: in SN d, the SN p was better than the NS p; and in NS d, the SN p was better than the NS p. The SN p was therefore better than the NS p in both types of description, even if the best performance coincided with SN p associated with SN d.

These results indicate that the environment is represented in memory with a north-up orientation even when it is encoded in the opposite direction. When participants listened to spatial information that moved from north to south, their pointing northwards was still better than when they pointed southwards. In other words, the learners started their imaginary walk (in the case of a route description) or took an aerial view (in the case of a survey description) from north to south: they found the Entrance to the zoo in the upper right-hand corner (or in the north-eastern corner in survey version), then they encountered the Playground (or the playground was mentioned located halfway to east side in the survey version). Afterwards, when the orientation of their mental representation was tested by means of pointing, participants found easier to imagine themselves in a position facing north (e.g. “to be in the Playground facing the Entrance”) than in a position facing south (e.g. “to be at the Entrance facing the Playground”).
These results suggest that mental representations derived from spatial descriptions are like specifically oriented mental images: learners spontaneously create a north-up mental map where the top corresponds to a personal north and the bottom to a south. Even when they are obliged to encode information from north to south, the mental representation in their memory preserves its north-up orientation. It may be that simply by receiving information on the zoo’s general layout (as a square in a flat area) - as provided in the first sentence in our descriptions-, participants could form in their minds a mental sketch of the zoo that was already oriented with the north at the top, in which the information they heard was subsequently placed according to the orientation they already had in their mind’s eye. Further investigations will be needed, however, to see whether a north-up orientation effect is confirmed when other orientations are presented, in which information is conveyed in conjunction with other types of layout.

Taken as a whole, our results support the idea that mental representations derived from spatial descriptions (encoded from a survey or route perspective) are more like mental images that can be seen from a constant, north-facing viewpoint, rather than like mental models resembling an architect’s 3D model, which can be viewed from many different points of view [1, 3]. Our results are not completely consistent with those of studies showing that a learner’s initial orientation determined the whole representation [6,7,8]. Such previous studies did not manipulate the way in which the information was presented (indeed Shelton and McNamara [6] only considered paths or aerial views - in the route and survey versions – with a north-up orientation). Our findings suggest that individuals form a north-up oriented mental map even when the information they receive is encoded with the opposite orientation, from north to south. Overall our findings showed that the orientation of mental representations is at least partially influenced by the initial imaginary view (though SN pointing performance was best in the SN description) and it is uninfluenced by spatial perspective. The beneficial effect of perspective probably stems from the fact that pointing was better supported when an extrinsic frame of references was used to present the environment. Preserving the north-up orientation of a mental representation (when information is encoded with a NS orientation) is highly demanding, however, as shown by the involvement of visuo-spatial abilities (see next paragraph).

(ii) Visuo-spatial abilities and mental representation. The visuo-spatial abilities proved to have an important role in sustaining the mental representation derived from spatial descriptions, especially when the information was not encoded with a north-up orientation. This emerged from the results of correlations in which more visuo-spatial tasks were related with NS descriptions: MRT, VSWM (the backward version of the Corsi Blocks task), EFT and PTT correlated with both SN and NS descriptions, while MPFB, the sense of direction and the SIT were related only to NS descriptions, meaning that learning NS descriptions was a more (spatial) resource-consuming activity. The results of the regression models showed that the role of visuo-spatial abilities changes as a function of pointing and description orientation. In fact, MR, sense of direction and VSWM were relevant factors in predicting a good performance after learning spatial descriptions, as previously suggested [19, 34], but PT ability (which specifically interacts with pointing and description orientation) also had an important role.
The two-way interaction between pointing orientation and PTT in the regression model indicated that PT ability was the main predictor of performance for pointing with imaginary positions counter-aligned vis-à-vis the orientation proposed in the description, i.e. when participants performed NS pointing tasks after listening to SN descriptions, or when they performed SN pointing tasks in response to NS descriptions. This result is applied equally to survey and route descriptions. At the same time, the three-way interaction indicated that PTT was also the main predictor for NS pointing relating to NS descriptions especially for survey descriptions.

These results indicate that when participants listened to north-up descriptions and they, then, imagined occupying north-up positions (with SN pointing), i.e. when they imagined being in positions consistent with their spontaneously adopted orientation of their mental representation (north-up), the role of visuo-spatial abilities was marginal. Instead, the degree of involvement of the visuo-spatial skills, and of PT in particular, became relevant when: (i) participants performed NS pointing after learning SN descriptions; and when (ii) they learned spatial descriptions from north to south and performed NS and SN pointing. PT ability therefore became important in supporting imaginary positions taking a counter-aligned viewpoint with respect to the encoded orientation (i.e. for SN p in NS d and for NS p in SN d); in addition PT ability was also involved when descriptions were presented from north to south and tested imaginary positions in the same direction. This latter result indicates that participants obeyed the request to learn the information from north to south but pointing from north to south proved to be highly (spatial) resource-consuming.

Overall, the novelty of our findings lies in that they extend the role of PT ability, even when spatial information is encoded verbally (as well as visually [24]). The fact that the performance of PT task was a stronger predictor of pointing task performance than the other visuo-spatial tasks can be explained by the similarity between the two tasks. In both cases, participants were asked to imagine being on one object, facing another and pointing to a third, indicating the direction with the aid of a circle. The substantial difference lies, however, in that the PTT is perception-based (the arrangement of the objects remains in view while the learner is pointing, and all the items test imaginary positions not aligned with the learner’s view, but at an angle of at least 90°); while the pointing task is memory-based, relying on the learner’s memorized mental representation of the zoo’s layout after listening to its description, and the pointing test is in aligned (0°) or counter-aligned (180°) views. Perception-based misaligned pointing thus predicted memory-based misaligned (i.e. counter-aligned) pointing with a description orientation, and pointing aligned with descriptions oriented from north to south. This latter result was particularly strong when the information was encoded from a bird’s eye view (survey perspective), a condition in which the environment layout is more clearly presented as a picture (that is then committed to memory in north up orientation) than in the case of a route description. These results suggest that mental representations formed after learning a description have properties similar to those of actually perceived images, as suggested by previous studies [e.g. 35].

Further investigations could be conducted to clarify whether other visuo-spatial abilities are involved when the orientation effect is tested using other measures (instead of pointing task), such as the scene recognition task [10].
To sum up, the results of the present study provide novel evidence indicating that spatial information learned from descriptions is represented in the mind as a north-up oriented mental image. When spatial information was encoded and tested in a view counter-aligned with this spontaneous orientation, perspective-taking ability have a crucial role in compensating for those misalignments.
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Abstract. Human spatial relational reasoning has been investigated by presenting participants with premises like: "The triangle is to the left of the circle, the circle is to the left of the square. Which relation holds between the triangle and the square?" Participants are expected to interpret the descriptions in a way that corresponds to the logical options that are theoretically available. Recent findings on spatial language usage highlight a range of pragmatic principles that speakers intuitively adhere to when producing and comprehending spatial relationship descriptions; these appear to contradict the principles used in relational reasoning studies. In order to clarify the relation between speakers' intuitions and the descriptions used in relational reasoning tasks, we present two studies in which linguistic representations of relevant configurations were elicited. Results highlight the systematic patterns speakers use in describing these configurations, adding new insights to research on spatial language usage across various levels of analysis. We argue that the identified principles may interfere with the reasoning processes investigated in earlier studies, and suggest that future studies should adequately account for the principles underlying intuitive spatial language use.
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1 Introduction

If your car is parked in front of a house, and your friend's car is parked behind yours, what is the relationship between your friend's car and the house? Relational reasoning of this kind plays an important role in everyday life (Johnson-Laird, 2001) and has been a central topic in cognitive psychology for a long time (De Soto, London, & Handel, 1965). Traditionally, relational reasoning is investigated using the paradigm of so-called 3-term series tasks. An example for a 3-term series problem is given in the following:

(1) The triangle is to the left of the circle.
The circle is to the left of the square.
Which relation holds between the triangle and the square?
3-term series tasks consist of two premises (given as statements) and a question about the conclusion to be drawn from the premises, such as the spatial relation between two objects as in this example. These problems are given as language-based descriptions of spatial (or other types of) relationships. Participants are expected to interpret the descriptions in a way that corresponds to the logical options that are theoretically available, typically assuming a spatial grid that only allows for specific equidistant positions. This type of reasoning with relations is expected to mirror reasoning processes in everyday life. The investigation of the cognitive processes involved in such tasks has concerned linguistic reasoning (e.g., Clark 1969a,b) just as well as non-linguistic transitivity inference (e.g., Halford et al., 1995). Research of this kind has led to the fundamental insight that human reasoning does not only rely on propositional thought processes but also on imagery-based mental models of the described situation (Johnson-Laird, 2001). In other words, people solve such problems by visualizing the relationships involved rather than by employing solely abstract logic reasoning.

Linguistic representation has long been recognized to be systematically related to thought (e.g., Fodor, 1975; Gerrig & Banaji, 1994). Therefore the ways in which humans intuitively employ language to represent relationships between entities should be a matter of central concern in this field. Surprisingly little, however, is known so far about the extent to which the abstract relationships described in 3-term series problems, presented to humans in a psychological laboratory setting, correspond to humans' intuitions about how such relationships should be described. The interpretation of relational reasoning experiments is heavily biased towards non-linguistic reasoning processes, basically ignoring the fact that these tasks rely on natural language comprehension processes just as well as using language in more natural contexts does. Superficially, in fact, the descriptions do resemble natural language usage; however, the extent to which speakers would actually be ready to use language in this way has not been questioned in any systematic way so far.

Early discussions about the possible impact of principles underlying language use (e.g., Clark, 1969a,b) on the comprehension of 3-term series problems centered around (now partly out-dated) linguistic theories of that time. Over the past decades, spatial language research has been highly active, providing ample grounds for reconsidering the situation particularly for the spatial domain. Further evidence about linguistic intuitions can be gained by eliciting spontaneous natural language descriptions, which is what we do in this paper by employing a spatial description task that uses the kind of configurations employed for 3-term series problems. We contend that if the descriptions used to invoke mental models violate general (implicit) principles of natural language usage, the validity and generalization of the results from relational reasoning tasks needs to be re-considered.

In the following, we will first introduce the theory of mental models, along with recent insights on preferred mental models. Then we turn to a brief account of what is known about spatial representation in language. Against this background we provide a categorical analysis of a range of principles underlying the linguistic descriptions used in N-term models, leading to qualitative hypotheses as to how speakers may intuitively describe spatial configurations of this kind. Our experimental study then
sets out to test these hypotheses by eliciting written descriptions of spatial models. Results are discussed with respect to the consequences for research on relational reasoning that is based on natural language descriptions.

2 The Theory of Mental Models

Human spatial reasoning is nowadays generally interpreted in the framework of mental models theory (henceforth MMT; Johnson-Laird & Byrne, 1991). In MMT, a mental model of premise information is characterized as an integrated representation in which the premises are true. Spatial mental models are analogical representations of space (Knauff & Johnson-Laird, 2002). The objects are used to represent spatial relations by their position. Descriptions like “The triangle is to the left of the circle” (premise 1 in example 1 above) are simply represented by an arrangement (according to the relations) of the two objects. Mental models are abstractions and represent only the essential parts of the model. This implies that mental models are more abstract than visual models would be, and represent qualitative relations instead of metric information. Similarly, according to modern linguistic theories, spatial language does not represent quantitative or metric information by its lexicogrammar, but rather qualitative, function-based distinctions (e.g., Talmy, 2000).

Considering example (1) above, a number of observations and generalizations can be noted. Presenting the same information given in the second statement in a different way, such as in (2) below, is more difficult for the reasoning process (e.g., Knauff et al., 1998; Clark, 1969a,b):

(2) The square is to the right of the circle.

Both the early linguistic theories as well as current MMT approaches assume that the enhanced difficulty is due to a conceptual manipulation of the given information towards a prototypical form or deep structure resembling (1).

Furthermore, example (1) represents a case of a 3-term relational verification problem, which is just one typical format. First, there can be more than two premises, leading to a different number of terms (which is why the paradigm is sometimes referred to as N-term series problems). Second, the problems posed can be of a different nature. A relational generation problem consists of a set of premises without a concrete question about the conclusion. Here is a classical example of a 5-term relational generation problem:

(3) The hammer is to the right of the pliers.
    The screwdriver is to the left of the pliers.
    The wrench is in front of the screwdriver.
    The saw is in front of the pliers.
    What follows?

A conclusion has to be valid, i.e. it has to be true in all models consistent with the premises. A putative conclusion which is not satisfiable contradicts the set of
premises, i.e., the negation of the conclusion follows from the set of premises. Such generation problems are of great importance for everyday life.

According to MMT there are three stages of thinking that reasoners go through during reasoning: In the **comprehension phase**, reasoners use their general knowledge and knowledge about the semantics of spatial expressions to construct an internal model of the “state of affairs” that the premises describe. This is the stage of the reasoning process in which the given premises are integrated into a unified mental model. According to this theory, only the mental model needs to be kept in memory, i.e. the premises may be forgotten (Mani & Johnson-Laird, 1982). Crucially, spatial descriptions may be vague; more than one possible model may be consistent with a given set of premises. Hence **determinate** task descriptions allowing for the construction of only a single model (based on the constraints of an underlying grid pattern) need to be distinguished from **indeterminate** task descriptions allowing for two or more models consistent with the premises (Rauh et al., 2005).

In the **description phase**, a parsimonious description of the mental model is constructed, including a preliminary conclusion. In other words, the mental model is inspected to find out relations that are not given explicitly.

In the **validation phase**, people try to find alternative models of the premises in which the conclusion is false. If they cannot find such a model, the conclusion must be true. If they find a contradiction, they return to the first stage – and so on until all possible models are tested (Johnson-Laird & Byrne, 1991). For this reason the validation phase could be viewed as an iteration of the first two phases in which alternative models are generated and inspected in turn.

An extension of the classical MMT is the so-called preferred mental model theory (PMMT, Knauff, Rauh, & Schlieder, 1995). Experimental studies addressing human reasoning with multiple model problems show a high consistency with respect to the generated conclusions. Thus, the majority of participants confronted with a particular set of premises tend to construct the same mental model. PMMT explains how such a first mental model is constructed, and why this model is “preferred” over others. For example, it appears to be easier to construct and to maintain just one model in working memory rather than all possible models simultaneously (Ragni et al., 2006).

Relational generation problems like our example 3 above involve complicated processes of inference particularly in the description phase, based on verbal data incorporated in the comprehension phase. To this date, it is not clear in what ways the verbalization itself supports or interferes with these processes. In particular, it is unknown to what extent abstract reasoning tasks like example 3 resemble more natural linguistic choices, for example, produced by speakers in everyday tasks involving reasoning processes. In this regard, the following aspects are particularly important: Which relations do humans use to describe positions of objects? If they have a (mental) model at hand – as is the case, according to PMMT, already in phase 2 – what are the linguistic principles underlying the description and encoding of such information? Before we present our linguistic free production experiment addressing these questions directly, we first review recent research in spatial language usage that provides relevant insights.
3 Spatial Language and Pragmatic Principles

In a heated controversy in the late 60-ies and early 70-ies of the last century, Clark (e.g., 1969a,b) and Huttenlocher (e.g., 1968), attempted to weigh the construction of spatial mental models against linguistic processes involved in comprehending the linguistic representations of 3-term series problems. Ormrod (1979) proposed to reconcile the two competing theories. Such a multi-layered view is representative of more recent work in this area; nowadays there is a high agreement concerning the cognitive complexity and the centrality of mental models involved in reasoning processes of this kind, even for non-spatial problems (Johnson-Laird, 2001). Nevertheless, Clark in his early work was right in at least one crucial respect: General linguistic processes and principles should not be ignored in research on relational reasoning. This is not only true for the kinds of phenomena that Clark pointed out at that time (which at least in part remain unchallenged), but even more so for the role of general action and situation contexts in using language that he identified in his later work (Clark, 1996). From a relevance-theoretic point of view, people confronted with abstract reasoning tasks assume that they are expected to find the most relevant conclusion (Van der Henst, Politzer, & Sperber, 2002). A considerable range of earlier findings concerning participants’ determinate answers to indeterminate problems, and systematic errors with determinate problems, can be accounted for in this way. Here our focus lies on the insights to be gained by examining spatial language, which is known to be particularly central to mental imagery and is also a widespread medium for the investigation of relational reasoning problems.

We begin by addressing general principles concerning the mapping between spatial relationships and linguistic representation. Spatial relational reasoning tasks typically draw on a very small subset of relational terms out of a fairly wide repertory of spatial expressions offered in a language. In fact, entities may be linguistically related to one another in many ways. Following common terminology, a spatial relational description consists of a *locatum* that is being described, a *relatum* in relation to which the locatum is described, and a *spatial term* that describes the relation between locatum and relatum. All three of these *roles* may be filled in various ways, depending on a variety of factors. A number of principles underlying this mapping process have been proposed; for instance, Herskovits (1986) discusses how context-based relevance and salience phenomena constrain the use of spatial prepositions, and Coventry & Garrod (2004) address the impact of functional relationships between entities on spatial description choice. The specificity of a description with respect to the spatial relation (or direction) has been shown to vary systematically based on the nature of the spatial relationship and the number and location of objects in a configuration, current discourse goals, the requirements of the interaction partner, and many other factors (cf. Tenbrink, 2007). Talmy (2000) suggests that one entity (the locatum) is generally focused on while the other (the relatum) serves as background; this allocation may depend on the discourse history just as well as on the nature of the entities involved. In the following, we refer to this general mapping question as *spatial representation*.
Next, the question may be asked how objects need to be related to each other in order for a spatial term to apply. In this respect, spatial terms differ widely. There seems to be no particular constraint (except for spatial direction) on the usage of compass-based terms (north of, south of) as well as comparative terms such as higher than. In contrast, for the so-called projective terms (left, right, front, behind, above, below), which are often used in spatial reasoning tasks, it has repeatedly been noted that the objects in question need to be situated not only in close vicinity but actually immediately adjacent to each other. While there is some controversy concerning the potential flexibility of this principle and concerning the extent to which the principle holds across various syntactic forms available for projective terms (e.g., on the left vs. to the left), it is generally agreed that typically no other object should be situated between the locatum and relatum when these terms are used (Herskovits, 1986; Pribbenow, 1992; Talmy, 2000). Intuitively, this principle may be relaxed somewhat when many objects are collectively described in relation to another object. It may also play a role if the discourse task is to uniquely identify a referent or rather to describe an object's location (Vorwerg & Tenbrink, 2007; Carlson & Hill, 2009). When speakers describe more complex configurations in the real world, they tend to describe new objects in relation to adjacent objects that have already been described (Tenbrink, Coventry, & Andonova, 2011). We will refer to this potential constraint as spatial directness.

Much research on spatial language usage has focused on the description of only two objects relative to each other. Whenever more complex spatial configurations or scenarios come into play, speakers are confronted with the so-called linearization problem (Habel & Tappe, 1999); they need to provide a sequential account of a two- or three-dimensional situation. Only little is known about the principles governing this linearization in the absence of a natural order (such as temporal sequence in a route description). Spatial clusters (Ehrich & Koster, 1983) as well as functional relationships between objects (Andonova et al., 2010) have been found to affect the order of description for complex object arrangements. In the absence of these, speakers tend to follow a fairly regular, linear pattern, similar to the motion path of a person traveling through a spatial environment (Linde & Labov, 1975; Levelt, 1982). We will refer to the sequential order of successive spatial descriptions as trajectory.

Apart from the order of descriptions, the question arises as to how speakers frame the spatial descriptions syntactically. As such, the allocation of locatum and relatum does not yet determine the syntactic format, as there are various options:

(4) The table is to the right of the armchair.
(5) To the right of the armchair there is the table.
(6) The armchair is the object that the table is to the right of.

In a natural discourse context, speakers would typically know the position of one object and specify another object's position in relation to the known one. This would be reflected in the given-new distribution of the utterance. For example, if the speaker wishes to specify where the table is, the table (as locatum) would be a given entity, though its position is still unknown. As shown in example (4) the sentence therefore starts from the locatum and provides the new information – the table's location in
relation to the relatum – in the latter part of the sentence, which is typically associated with new information (e.g., Halliday, 1994). In a situation in which none of the objects has yet been specified or is in the current focus of attention, it can be assumed that one object is first introduced by an indefinite article or even explicitly by stating its existence. We refer to these phenomena in terms of syntactic format and information structure.

4 Features of Linguistic Descriptions in Relational Reasoning Tasks

In the following, we examine how each of the four aspects of spatial language use identified in the previous section are (typically) represented in the spatial descriptions given to participants in relational reasoning studies. For illustration we use a typical five-term series problem as exemplified in Table 1. Note that the models assume an underlying grid pattern with equal distances between item positions.

<table>
<thead>
<tr>
<th>Model description</th>
<th>Possible models consistent with the description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A is to the left of B.</td>
<td>E D</td>
</tr>
<tr>
<td>C is to the right of A.</td>
<td>A B C</td>
</tr>
<tr>
<td>D is behind C.</td>
<td>E D</td>
</tr>
<tr>
<td>E is behind A.</td>
<td>A C B</td>
</tr>
</tbody>
</table>

4.1 Spatial Representation

The premises in relational reasoning tasks such as the one given in Table 1 always describe the relative position of two objects, using projective terms indicating a concrete spatial direction. Locatum and relatum are allocated without any discernible underlying principle. The descriptions do not contain indeterminate expressions such as beside or any other spatial terms (beside, higher than) that may also suitably represent the spatial situation (in part without indicating spatial directness to the same extent). Negations such as not to the right of were addressed in Schleipen et al. (2007), and Hörnig et al. (2006) used between.

4.2 Spatial Directness

In the problems given to experimental participants, spatial relationships are not necessarily intended to be direct. The premise "A is to the left of B" only indicates a general spatial direction; the objects could be direct neighbors, or a further entity might be situated between them, as in the second model represented as consistent with the description. This feature of relational reasoning problems is not an explicit part of the description itself, but needs to be derived from the fact that the problems could
often not be solved otherwise. Additionally, this particular type of interpretation may be explicitly pointed out in the instructions to the experimental participants. Although Ragni et al. (2007:179) mention that humans tend to interpret projective terms as expressing direct relationships, they discard this aspect as having no influence on the results.

4.3 Trajectory

In contrast to the findings on spatial language usage described above, the descriptions do not follow any specific trajectory or pattern such as "from left to right" or "from top to bottom". Rather, the relationships are described in a seemingly random order, typically designed to raise certain expectations on the part of the problem solver.

4.4 Syntactic Format and Information Structure

The description above uses a uniform syntactic format, which may be characterized as LOCATUM SPATIAL-RELATIONSHIP RELATUM. Precisely the same format is used for the first sentence as for the following ones, without adjustments concerning information structure as described above. A broad range of earlier work in this area uses this syntactic pattern. However, as Hörnig et al. (2006) demonstrate, word order and information structure matter for the mental reasoning process.

4.5 Preliminary Conclusion

From this analysis it can be hypothesized that the linguistic descriptions used for spatial relational reasoning tasks do not necessarily correspond to speakers' intuitions. In this sense, one might say that the descriptions are 'linguistically naïve', and may lead to an unintended bias for the construction of mental models. However, so far no previous work has elicited speakers' natural language descriptions of the configurations used in relational reasoning problems. Therefore, it may still be the case that this particular type of abstract spatial scene might lead to different patterns in speakers' descriptions, at least if encouraged by the setting. In order to explore the extent to which this is the case, we designed two free production studies as described next.

5 Experimental Studies

In a study of 5-term series problems, resembling other relational reasoning studies, Ragni et al. (2007) had participants identify spatial configurations corresponding to sets of premises formulated in natural language. In our studies, the reverse procedure was applied; the participants were given spatial configurations and asked to describe them, using natural language. In order to explore speakers' intuitions about natural language use in this particular kind of situation, we asked naïve participants to write linguistic descriptions of spatial configurations resembling those used for 5-term
series problems. Based on findings on spatial language, the following patterns could be expected with respect to the four types of phenomena addressed in the previous section.

- **Spatial representation.** Speakers would tend to use spatial relational terms that are sufficient and determinate enough to specify the spatial relationship between locatum and relatum qualitatively.
- **Spatial directness.** Speakers would be reluctant to use projective terms for non-direct spatial relationships (i.e., two objects not directly adjacent to one another).
- **Trajectory.** Speakers would use an orderly trajectory through the spatial model, and allocate locatum and relatum accordingly.
- **Syntactic format and information structure.** Speakers would adhere to syntactic formats appropriate for the information structure chosen for description.

Due to their nature, these expectations are necessarily formulated in qualitative terms, since natural language use is never entirely predictable. Nevertheless, to the extent that these patterns are identifiable in the descriptions produced by experimental participants, they do in some respects contradict the principles identified in the descriptions used in traditional relational reasoning research. Furthermore, a confirmation or rejection of these description patterns for spatial models of this kind adds to the body of research accumulating concerning spatial language use.

In order to encourage participants as much as possible to deviate from our expectations, we provided example descriptions that corresponded to the premises used in spatial reasoning tasks. As shown in section 4 these do not correspond to the patterns just outlined, and should therefore work directly against the emergence of the predicted patterns of spatial language use. Experimental participants are known to try to meet the experimenters' expectations (Orne & Whitehouse, 2000) and can be systematically primed by examples (Helfenstein & Saariluoma, 2007). Therefore, the example descriptions should substantially bias our informants towards using just those patterns that, according to our hypothesis, in subtle ways do not correspond to natural language usage. So if the patterns do nevertheless emerge in the data, this result would be stronger than without examples biasing towards different patterns.

We conducted two studies as follows. The aim of the first study was to gain insights on spontaneous descriptions for spatial models as such. For this purpose we asked the participants to provide two descriptions for each single spatial model. By asking for two descriptions we aimed to encourage creativity and raise awareness to the fact that any spatial configuration can be described in more than one way; again, this was intended to encourage speakers to deviate from the patterns we predicted for intuitive spatial language use. The second study addressed the requirement to be indeterminate, namely, to find a description that matches two spatial models at the same time, as is the case in traditional relational reasoning problems. For this purpose, participants were asked to provide one description that fits two models. We reasoned that this might induce the participants to slacken the principles typically employed for spatial description, since the descriptions needed to be flexible enough to support both models. The requirement to produce such indeterminate descriptions might lead to particular strategies of verbalization, diverging from those intended to fit just one
model. In the following we first describe our study procedures and results, and then discuss both of them jointly.

5.1 Study 1: One Model – Two Descriptions

Participants. Eighteen German 12th grade high school students (age approx. 18 years; 6 of them male) and their teacher (female, age 35 years\(^1\)) volunteered to participate in this study without payment.

Material, Design, and Procedure. We conducted a pencil-and-paper study. The material consisted of eight different spatial representations, presented to the participants in randomized order. The participants were told that the letters were supposed to represent names of fruit types (apples, dates, pears, etc.) and asked to describe the relative position of the fruits to each other for each of the models. The models were based on the same equidistant grid pattern as that assumed in relational reasoning studies. They were given the following example together with the German description:

```
B

D     T     A
```

(7) The date is beside the grape, the apple is to the right of the date, the pear is not under the apple.

(German original: Die Dattel ist neben der Traube, der Apfel ist rechts von der Dattel, die Birne ist nicht unter dem Apfel.)

Here the syntactic structure of each spatial description corresponds to the strict syntactic format LOCATUM SPATIAL-RELATIONSHIP RELATUM. The example contains one occurrence of not and one of beside in order to introduce the option of using (directionally) underspecified spatial descriptions, as well as one description containing to the right of referring to a non-direct relationship. The trajectory is not orderly in the sense of a clear path through the model. Thus, participants should be encouraged (or biased) to use spatial language in just this way, deviating from the predicted patterns.

Participants were then asked to describe each of the eight models in two versions, each of which should correctly describe the model in its own way. However, descriptions did not have to be unambiguous (i.e., they might fit other possible

\(^1\) This dataset would have to be excluded if there was a theoretical reason to assume age differences in spatial language use in such a setting, or if the data were found post-hoc to deviate from the remaining data (in which case the age deviation might have been a reason). Neither of these was the case; the data set was completely within the scope of the other results in all categories of analysis and thus did not affect the results in any particular way.
models as well), and each fruit represented in the model should be mentioned at least once. The participants could go through the material self-paced. Typically, they needed about 20 minutes altogether.

5.2 Linguistic Analysis and Results

The written data were segmented based on the spatial relationships described; each unit contained just one spatial relation. Thus, one syntactically complete sentence may be analyzed as two units: "rechts daneben eine Pflaume" (to the right of that a plum) "und darüber eine Birne" (and above that a pear). Segmentation was typically straightforward because descriptions were for the most part orderly and involved almost no hypotactic constructions such as "Der Apfel, unter dem die Pflaume liegt, befindet sich rechts von Orange und Kirsche" (The apple, which lies below the plum, is located to the right of orange and cherry). There were only five cases in which the description of one relationship was syntactically embedded in another; in those cases the embedded description was extracted into a separate unit. Altogether, 1228 units were collected. Next, we analyzed the data with respect to each of the linguistic factors described above, as follows.

Spatial Representation. We categorized the spatial terms used and identified the number of objects involved in each description. Apart from projective terms we identified occurrences of beside, middle, and between as well as negation. We distinguished between 1-object, 2-object, and multiple-object descriptions. For instance, "oben rechts ist die Birne" (on the top right there's the pear) refers to one object, and "rechts von ihr sind Orange, Dattel, Apfel und Pflaume" (to its right there are the orange, the date, the apple, and the plum) describes multiple objects. Descriptions that referred to a relatum implicitly, such as "darunter die Dattel" (therebelow the date), were counted as involving two objects.

Most of the descriptions (79.32% of the 1228 units) referred to two objects (in relation to each other), and most (77.6%) contained at least one projective term. 8.14% referred to only one object, and 12.30% to more than two objects. 85.01% of the descriptions referring to two objects contained at least one projective term. Thus, describing the relationship of two objects using one projective term was a typical linguistic choice used by the participants.

However, there are other options that were also used regularly. 26.62% of all units contained "neben" (beside); 12.46% contained "neben" without a projective term (thus leaving the direction underspecified). 88.38% of all units containing "neben" referred to two objects. 44.44% of all occurrences of "neben" without a projective term referred to a position on the right side of the relatum, 30.72% on the left (the remaining ones referred to more complex relationships involving further objects). Here the variability between individuals was considerably high. Only 3.18% of all units contained "Mitte" (middle), 2.61% "zwischen" (between), and 3.66% of all units "nicht" (not).

8.88% of all units described groups of objects, i.e., more than one object as locatum, as in "P, A, B und D sind in einer Reihe" (P, A, B, and D are in one row). Of
these, a clear majority (82.57%) used a left-to-right ordering of objects, as in the direction of reading.

**Spatial Directness.** We analyzed the extent to which 2-object descriptions referred to direct or indirect spatial relationships in the models. Results revealed that an overwhelming majority (95.69%) of the 974 units describing two objects referred to a direct relationship between the objects, i.e., the spatial term described the direct neighbor without any further objects or spaces in between. This fact was not made explicit except in just five occurrences of the term "direkt" (direct). Of those few units that did not describe direct relationships, there were two cases of a space in the grid pattern between objects described as *beside* each other, two cases of a diagonal relationship between objects described as *right* and *left* of each other, and 6 cases (0.62% of all units describing two objects) in which a further object was between the objects described as being *right* or *left* of each other. All of these 6 descriptions were produced by one single participant. In all other cases of a non-direct relationship, this fact was made explicit by using "nicht" (not), "diagonal", or some other relevant term. In three cases, the term "neben" (beside) was used together with "nicht" (not) when there was another object in between, i.e., the *beside*-relationship was described as not true. Altogether, it can be stated that, in spite of the example given to the participants, there was a very clear and strong tendency for 2-object descriptions to refer to direct relationships, contrary to the usage in relational reasoning studies.

**Trajectory.** In order to explore the extent to which participants' descriptions would adhere to certain patterns, we investigated the trajectory used in the descriptions, noting where the descriptions started and where they ended. Descriptions were investigated for both directions separately, left-right and top-bottom. Example (8) starts on the left top and ends on the right bottom of the given model (shown below the description):

(8) The mango is above the pear. Between the pear and the apple there is an orange. Below the apple there is a plum.

(German original: Die Mango ist über der Birne. Zwischen Birne und Apfel ist eine Orange. Unter dem Apfel ist eine Pflaume.)

```
M
```
```
B          O          A
```
```
P
```

There was a preference for starting on the left and ending on the right side of the model, as shown by almost half (45.64%) of the descriptions. In contrast, only 14.09% started on the right and ended on the left. For the vertical axis there was no such clear tendency; 20.13% started on the bottom and ended on the top of the model; and 25.17% started on the top and ended on the bottom. With respect to both axes, the remaining descriptions either ended up on the same side as they started, or they referred to the middle.
Syntactic Format and Information Structure. We investigated the allocation of the roles of locatum and relatum to linguistic structure as well as the general grammatical format. There was an overall tendency to start from one object, often without a relatum, and then move on from this (now known) object to the next (new) one. The evidence for this is as follows. 39.60% of all initial units lacked a relatum (to compare: 12.05% of all units lack a relatum). 76.45% of all non-initial units used an object as relatum that had already been mentioned earlier in the model description, i.e., a known object; but only 20% used an unknown object as relatum. The locatum, however, was only known in 11.51% of all non-initial descriptions. 10.97% of all non-initial descriptions related two or more unknown objects to each other.

22.23% of all units used the syntactic form SPATIAL-RELATIONSHIP LOCATUM, as in example (9) (where the implicit relatum is the model as a whole rather than another object). In contrast, 38.27% used the form SPATIAL-RELATIONSHIP RELATUM LOCATUM, as in example (10), and 32.17% used the form LOCATUM SPATIAL-RELATIONSHIP RELATUM, as in example (11). Only the last format corresponded to the examples given to them.

(9) On the top left there is the mango. (Oben links ist die Mango.)
(10) Below the pear there is the orange. (Unter der Birne ist die Orange.)
(11) The pear is above the plum. (Die Birne ist über der Pflaume.)

5.3 Study 2 – Two Models, One Description

Given the results of the first study, the impression emerged that people were not sufficiently encouraged by the examples to deviate from the predicted patterns of language use. We speculated that this might be due to an underlying aim to provide a complete description that could be used to unambiguously identify the configuration. People might pursue this aim in spite of the explicit statement in the instruction that this was not necessary, for example in order to make sense of the somewhat artificial task given to them. However, in relational reasoning studies, descriptions are generally underspecified so as to enable more than one correct solution. In order to account for this, we designed a second explorative study in which participants had to find one description that fit two models. Our aim, as before, was to explore if people would adhere to the predicted patterns of spatial language use in spite of encouragement to the contrary.

Participants. 16 speakers of German (14 high school and university students between 18 and 26 years with a mean age of 20, and two 60-year-olds) volunteered to participate in this study without payment. None of the participants had taken part in the first study. Thus, we had a new chance to encourage speakers to deviate from the unconscious linguistic description principles identified in the spatial language literature.

2 Again, these data sets were included in order to keep the database as large as possible, as we had no reason to assume a deviation because of age. The data sets were completely within the scope of the other results in all categories of analysis.
Material, Design, and Procedure. Materials and procedure were identical to the first study except that, this time, participants received two models at a time generated from an indeterminate description used in our earlier studies (Ragni et al., 2006; 2007). They were presented with the following example:

\[
\begin{array}{ccc}
\text{I.} & & \\
& D & T & A \\
\end{array}
\]

\[
\begin{array}{ccc}
\text{II.} & & \\
& B & \\
& T & D & A \\
\end{array}
\]

(12) The date is beside the grape, the apple is right of the date, the pear is not under the apple.  
(German original: Die Dattel ist neben der Traube, der Apfel ist rechts von der Dattel, die Birne ist nicht unter dem Apfel.)

This exemplifies a premise set as used in our studies leading to the two models above. All pairs of models were generated in this way by indeterminate premise sets. For each of the eight pairs of models given to them, participants were asked to write up to four sentences that accurately described both models at once, while avoiding phrases such as "either/or".

5.4 Linguistic Analysis and Results

The analysis was carried out in the same way as in study 1 as far as applicable. For example, we did not carry out a trajectory analysis since the two models to be described differed with respect to the position of a subset of the objects. Altogether, 488 units were collected. The following patterns emerged in the results.

Spatial Representation. As in the first study, describing the relationship of two objects using one projective term was a typical linguistic choice. Most of the descriptions (86.48% of the 488 units) referred to two objects (in relation to each other), 4.92% to only one object, and 8.40% to more than two objects. 82.79% contained at least one projective term. 83.89% of the descriptions containing two objects contained at least one projective term. 8.81% of all units contained "nicht" (not). 4.92% of all units described groups of objects, i.e., more than one object as locatum.
Spatial Directness. Again, there was a clear tendency for 2-object descriptions to refer to direct relationships, though not as strong as in the first study. 73.46% of the 422 units describing two objects referred to a direct relationship between the objects in both models. This was never made explicit; there were no occurrences of the term "direkt" (direct). 19.43% allowed for one or more objects between the locatum and relatum (in all except for three cases in just one of the models, but not the other). Furthermore, there were five cases of a space (in only one of the two models) between objects described as right of each other. Fourteen cases (3.32% of all units describing two objects) described a diagonal relationship between objects, eleven of these by using "nicht" (not) plus a projective term.

Syntactic Format and Information Structure. With respect to the distribution and givenness of spatial roles, the pattern of the first study did not emerge in this version. 7.81% of all initial units lacked a relatum, as compared to 6.56% of all units that lacked a relatum. 51.11% of all non-initial units used an object as relatum that had already been mentioned earlier in the model description, while 40.56% used an unknown object as relatum. The locatum was known in 28.61% of all non-initial descriptions. 29.44% of all non-initial descriptions related two or more unknown objects to each other. Thus, participants did not appear to start from one object and then move on to the next as in the previous study. Instead, the underlying strategy might have been to identify common spatial relationships that they could verbalize for both models at the same time, without a regular pattern of description.

The syntactic structure was rather uniform: 83.40% used the form LOCATUM SPATIAL-RELATIONSHIP RELATUM, as in example (11) above, corresponding to the example given to the participants. Only 8.20% used the form SPATIAL-RELATIONSHIP RELATUM LOCATUM, as in example (10), and 0.82% of all units used the syntactic form SPATIAL-RELATIONSHIP LOCATUM, as in example (9). These structures are represented in Table 2 below as L-sr-R, sr-R-L, and sr-L, respectively (see next section).

5.5 Qualitative Comparison of Results

Since our studies were designed to explore speakers' intuitive principles when describing spatial configurations of the kind used in relational reasoning research, we did not aim at a direct comparison between the results. Both studies had the same aim of exploring the extent to which speakers would deviate from the principles predicted from spatial language research. They differed with respect to the means by which we attempted to encourage such a deviation: in the first study, we aimed to support creativity by having participants produce two descriptions, and in the second study, we aimed to enhance underspecification by asking for one description for two models. A qualitative comparison is nevertheless informative at this point. In Study 2 participants seemed to be somewhat less reluctant to use projective terms to refer to indirect relationships between the described objects, there was a decrease in syntactic variation in Study 2 as compared to Study 1, and the distribution of known and new relata and locata varied considerably. These different tendencies are represented in Table 2, which illustrates the patterns found in the two studies summatively.
6 General Discussion

Robust empirical findings (e.g. Byrne & Johnson-Laird, 1989; Johnson-Laird & Byrne, 1991; Knauff et al., 1995; Rauh et al., 2005; Ragni et al., 2006; 2007) show that humans reason by the construction and manipulation of mental models. In order to examine the extent to which linguistic descriptions that are used in this line of research correspond to human natural language usage patterns, we proceeded in four steps. First, we summarized previous findings on spatial language usage with respect to systematic principles that speakers may not be aware of. Second, we analyzed the linguistic patterns of relational reasoning tasks, leading to a range of expectations concerning the ways in which spontaneous descriptions by naïve speakers might diverge from the tasks used in research settings. Third, we had participants write such descriptions without constraints, using an example intended to bias them towards the kind of linguistic patterns used for relational reasoning tasks. Rather than examining to what extent the resulting patterns were based on the example given to participants, we were interested in the limits of this bias. In our first elicitation study, additional conceptual flexibility was induced by producing two descriptions for one single configuration. Fourth, in our second linguistic elicitation study we introduced a further requirement of relational reasoning research, namely to produce indeterminate descriptions that are applicable for two spatial models at the same time.

A number of fairly clearcut patterns could be identified in our data (steps 3 and 4), confirming for the most part our expectations (motivated from the literature in steps 1 and 2) about (qualitative) tendencies in the use of spatial language. Some of these patterns correspond to the configuration descriptions used in relational reasoning tasks. In both studies there was a clear preference for descriptions of two objects in

![Table 2. Summary of patterns in Study 1 and Study 2](image)
relation to each other using projective terms (rather than beside or negations, which they saw in the examples, or alternative spatial terms such as middle or between). Furthermore, in Study 1 three types of syntactic format were regularly employed, one of which corresponds to the form used in reasoning tasks, namely LOCATUM SPATIAL-RELATIONSHIP RELATUM. This syntactic format was predominant in Study 2.

However, our results also highlight principles of language use that were rarely broken in spite of the example given in the instruction, indicating the limits of the bias. Most crucially, the data collected in Study 1 revealed a very strong, almost unbroken preference for direct spatial relationships (i.e., involving no other objects between the two objects described), confirming earlier suggestions in this respect (Herskovits, 1986; Talmy, 2000), including real-world object configurations (Tenbrink et al., 2011). In Study 1, participants were decidedly reluctant to abandon this principle. Study 2 revealed that participants given the task of producing indeterminate descriptions were somewhat less reluctant to break the principle. Nevertheless, the preference for direct relationships was still overwhelming in these data.

It can be concluded from this result that a strong default assumption for natural language usage is that objects in a configuration are directly adjacent to one another, even if the instruction to study participants suggests the contrary. As a consequence, the position directly beside an object described using a projective term will be strongly preferred and remain prominent even in the face of conflict. This may constrain the ways in which preferred mental models are generated so as to compensate for limitations of working memory resources (Knauff, Rauh, & Schlieder, 1995). So far, the construction of preferred mental models has been explained by insertion principles in the visual spatial sketchpad, assuming that participants tend to keep the partially constructed mental models. Our results rather suggest that there may be a conflict already at an earlier stage than suggested by Knauff et al. (1995), namely in the premise interpretation phase. Each premise must be understood before it can be integrated in the mental model; this is difficult to achieve if the preferred location in the model is already filled. This conflict leads to the need for a re-interpretation of the spatial term according to the artificial definition in the experimental setting. This translation process has mostly been assumed to be automatic; however, this remains to be empirically tested. In fact, the extent to which the preferred interpretation of a direct adjacency of spatial relations is consciously accessible to speakers, and can therefore be easily and immediately changed according to the experimental requirements, is not known. As a consequence, a possible influence on the deduction process cannot be excluded. So far, the mechanisms involved in the re-interpretation of spatial terms have been largely disregarded in this respect. To avoid such conflicts in interpretation, the participants should receive more natural premise descriptions. If no translation process is necessary, the linguistic burden of (re-)interpretation can be reduced.

The trajectory preferences found in Study 1 reveal default assumptions about spatial patterns, and they highlight how humans scan through and analyze a built (mental) model, if there is only one to begin with. A continuous processing of the visual scanning had been already assumed in the literature (Rauh et al., 2005). Our
results support this continuous process pattern and specify it in more detail, showing how the trajectories deviate from the structure used in relational reasoning tasks – again contrary to the example given in the instruction. In particular, Study 1 revealed a clear preference for orderly trajectories, starting from one object (often without relatum) and then moving from known to new objects step-by-step. This finding is consistent with results on object configuration descriptions in more naturalistic settings (Ehrich & Koster, 1983; Andonova et al., 2010). Also, there was a preference for left-to-right ordering (corresponding to the direction of reading in German) with respect to overall trajectories and descriptions of object groups. No corresponding preference for bottom-to-top or top-to-bottom was identified.

Study 2 revealed that the tendency towards using a continuous trajectory pattern appeared to be constrained by the discourse task. Given the task of formulating one description fitting two models, the participants focused on identifying joint spatial relationships, rather than producing continuous descriptions. As a consequence, these description patterns more closely resembled the premises in reasoning tasks (as in the examples given to our participants), diverging from the orderly trajectory and information structure based principles that are typical for descriptions of spatial configurations. These results shed new light on findings concerning the effects of continuity in spatial relational reasoning problems, for instance by Knauff et al. (1998). According to their analysis, continuous descriptions are easier because of the cognitive processes involved. These effects may be further supported by the nature of the discourse and its constraints, which provide a conceptual framework for the reasoning task. As with directness, the suggestion of a continuous description may well happen without the reader’s conscious awareness. With discontinuous descriptions, the interpretation of ambiguous relationships may come into focus to an increased degree; i.e., a description perceived as discontinuous may subtly suggest an indeterminate model.

Altogether, although the surface of the linguistic descriptions clearly resembles natural language usage, the meaning to be conveyed by them – the spatial relationships described – do not correspond to the implicit pragmatic rules of language usage (and, quite possibly, default interpretation) identified here. The language used in N-term series experiments contradicts preferences and patterns in natural language usage in various ways. Participants of such studies are therefore confronted with an artificial language that they first need to learn to interpret, which requires additional mental effort. The fact that relational reasoning tasks deny fundamental principles of spatial language use may have a greater impact on the processing and reasoning involved when solving these tasks than has hitherto been acknowledged. To remedy this, future studies on spatial relational reasoning might use premise sets that are not associated with direct spatial relations, for instance by using negation ("C is not left of B" rather than "B is left of C"), and they might account for the natural preference for orderly, left-to-right trajectories as well as principles concerning information structure in premise formulation.

To conclude, future experimental studies in relational reasoning research should focus more on natural, intuitive rather than artificial relations, i.e., those resembling spontaneous descriptions used by humans in everyday life to describe spatial
arrangements. This can avoid a bias in the results. Moreover, it may be advantageous to have participants generate the relation between objects, rather than asking them to validate conclusions. Conclusion generation problems should result in more natural results. To avoid linguistic load, and assuming that participants tend to analyze their internal models continuously, a continuous presentation of the premises is preferable, along with direct spatial relations between objects or formulations that do not intuitively suggest such a direct relationship.
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Abstract. We report on an experiment testing the VAVETaM (Verbally-Assisting Virtual-Environment Tactile Maps) approach for an intelligent multimodal tactile-map system, which was proposed to support blind and visually impaired people in acquiring survey knowledge. In the experiment, participants received two types of assisting utterances while exploring virtual tactile maps in a repeated-measures experiment: (1) only names of map objects and (2) additional information, for example, about spatial relations between the objects. The latter type of verbal assistance was similar to that which humans give when they are asked to verbally assist a map explorer. The virtual tactile maps were presented using a device for haptic human-computer interaction. The data indicate that the spatial knowledge map users acquire consists of two subtypes: knowledge of the structure of map entities that represent objects enabling locomotion (such as streets) and knowledge of the configuration of potential landmarks. Regarding both subtypes together, participants performed significantly better after learning the map with additional verbal information compared to receiving only information about the proper names of objects. A more fine-grained analysis shows that this improvement is only based on knowledge of the configuration of potential landmarks.
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1 Introduction

Maps are a major means for providing spatial knowledge of the environment, such as for getting a first overview of a university campus or for planning a route in an unknown environment. Since blind and visually impaired people do not have any—or only unsatisfactory—access to visual maps, tactile maps are proposed as substitutes for acquiring spatial knowledge [3]. However, these maps lead, compared to visual maps, to disadvantages regarding speed and accuracy of the knowledge-acquisition process.
Exploring a tactile map has to be done sequentially [1, 3]. Therefore, comprehending even a sparse map with relatively few details (such as used in the experiment reported) imposes large demands to integrate the stream of knowledge entities provided over time. In contrast, on a visual map of the same complexity, an overview of the map including objects and spatial relations among them is perceived with less effort, due to the highly parallel character of visual perception.

To overcome these problems, several multimodal systems that use sounds or prerecorded speech when objects on tactile maps are touched have been developed [e.g., 15, 30, 33, see 6 for a recent overview]. These systems improve the effectiveness of tactile map use, compared to a unimodal tactile map, by associating information-bearing sounds or descriptions to map objects. Our goal in developing VAVETaM (Verbally-Assisting Virtual-Environment Tactile Maps) is to further reduce or to overcome the drawbacks of tactile maps that are due to sequential haptic exploration. Therefore, we suggest extending audio-tactile map approaches by providing an extended set of assisting utterances given in natural language similar to what a human assistant can give.

1.1 VAVETaM: Verbally-Assisting Virtual-Environment Tactile Maps

With the VAVETaM system, we aim for a system that is capable of generating situated and coherent assisting utterances including further information such as relations between map objects. In the following, this type of assistance is called ‘extended assistance’. Generating extended assistance is enabled by observing and interpreting the map-exploration movements the user performs instead of associating areas or objects on the (virtual) tactile representation to fixed audio information. Therefore, the system is, in comparison to the existing approaches, capable to act more like an assisting human giving information to a visually impaired user of a tactile map [see 20, 13, 19, for a detailed discussion of the VAVETaM conception and 18, for a discussion of a prototype implementation of the language-generation components of the VAVETaM system].

![Fig. 1. (a) The haptic device used for the study and the VAVETaM system, (b) a cross-section through a model of a virtual tactile map (the borders at the back and left part visualize the frame of the map)](image-url)
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VAVETaM utilizes the Sensable Phantom Omni haptic device\(^1\) for human-computer interaction to enable perception of the tactile map (see Fig. 1 (a)). This device is used in the experiment reported in Section 2. It consists of a pen-like handle attached to a moveable arm. Sensors register the position of the axis of the handle and the arm. Servomotors in the device enable the perception of virtual objects. A 3D model that is stored on a connected computer is used to calculate the forces generated by the servomotors in the arm depending on the current position of the handle. When the user moves the handle towards an area that is modeled as solid-object, a force is generated. As the device generates the force depending on the user’s hand position, a virtual haptic perception is enabled, so the user can explore and feel virtual objects with impenetrable surfaces using the device. In the context of VAVETaM, the virtual objects model tactile maps, in which streets and potential landmarks, such as buildings, are marked as concave areas. A cross-section through such a virtual 3D map is shown in Fig. 1 (b).

Users explore the maps by performing movements on the surface of the map and especially by following (concave) lines representing streets and exploring the other map objects represented by concave regions with movements that enable them to detect the shape of the objects. In their sequential exploration, they focus haptically on objects or parts of objects about which they wish to acquire knowledge; for the respective dynamically determined region we use the term ‘haptic focus’ in the following \[19\].

1.2 Spatial Knowledge Acquisition Using VAVETaM

Increasingly, the benefits of different unimodal or multimodal sources for spatial knowledge have become in the focus of research. For example, Giudice, Betty, and Loomis \[12\] show evidence for the functional equivalence of spatial knowledge derived from haptic representations and visual representations. Giudice, Bakdash, and Legge \[11\] discuss that situated verbal information can potentially be helpful for acquiring spatial knowledge in the absence of vision in large-scale indoor environments that are learned by direct exploration. Blades \[3\] and Espinosa and colleagues \[9\] discuss empirical evidence that tactile maps can be an efficient means to communicate spatial knowledge.

VAVETaM are intended to provide blind and visually impaired people with a more adequate means for acquiring spatial knowledge of their environment. The goal of the experiment presented in Section 2 is to test whether extended verbal assistance facilitates the process of acquiring spatial knowledge from tactile maps. Humans’ spatial knowledge of their environment is highly differentiated. A well-established distinction is that between route knowledge and survey knowledge [cf. \[26, 32, however, see \[23\] for an alternative approach]. Route knowledge is characterized as sequential and view-point-dependent knowledge whereas survey knowledge is viewpoint-independent knowledge providing an overview about a real-world area.

---

\(^1\) Phantom devices are manufactured by Sensable (http://www.sensable.com) and especially used in the area of 3D modeling and manipulation.
Maps and tactile maps are especially adequate to gain survey knowledge [cf. 29]. Survey knowledge is needed in a multitude of scenarios—for example, to plan a route that later can be learned from the map. Hence, our research focuses on the acquisition of survey knowledge, which is represented as spatial mental model by the map user (the term ‘spatial mental model’ is used in this paper to avoid implications of the term ‘cognitive map’ [28]).

In order to test spatial mental models that participants gained by their exploration of the multimodal maps, appropriate tests have to be applied. To our knowledge, no standard assessment methods for survey knowledge exist [see 24, 16, for an overview of testing methods for spatial knowledge]. We used different, mutually supportive tests [as suggested by 14, 16]. Three tasks were designed and used after each map-learning condition, which are described in Sections 1.3 and 2.2. The first task consisted of answering a number of questions concerning the spatial layout of and between objects on the map. In a second task, participants were asked to produce a sketch map. The third task was a recognition test, in which participants had to determine correct parts of a visualization of the map they had explored among different incorrect ones. Section 2.2 discusses the tests used in detail.

1.3 Goals of the Experiment

We evaluate the potential of using situated assisting utterances for a human computer interaction system in a Wizard-of-Oz-like experiment [see 8, for a discussion of Wizard-of-Oz studies]. We tested two types of verbal assistances to tactile map explorations, which differed with respect to provided information. In the baseline condition, called ‘simple-assistance condition’, verbal utterances that only inform about proper names of the haptically explored objects were given. The type of corresponding utterances is similar to those proposed in other multimodal systems [e.g., 6, 15, 30]. This type was compared to the knowledge gained in the extended-assistance condition, which included additional information. In the extended-assistance condition, participants additionally received information about map objects that do not carry proper names (such as intersections) and information about relations between map objects (e.g., which buildings are located close to a street).

Our hypothesis was that verbal utterances in the extended-assistance condition and the perception of the virtual tactile map are successfully integrated in the process of spatial-knowledge acquisition. Therefore, more precise spatial mental models are acquired compared to spatial mental models build up by learning the tactile map under the simple-assistance condition.

2 Method

2.1 Participants

Twenty-four participants initially participated in the experiment. Two participants had to be excluded due to technical problems. One was not able to pass the test that concluded the training procedure and was therefore also excluded. Data of three
additional participants were collected, leading to a total of 24 evaluated participants (14 males, mean age: 24.7 years, SD: 3.3 years). All participants were compensated by partial course credit or on a monetary basis. They were naïve about the purpose of the experiment. All participants gave written informed consent and reported to speak German on a native-speaker level. All participants used their self-reported primary hand for the exploration of the virtual tactile map.

The choice for a setting with blindfolded sighted participants rather than with blind or visually impaired participants was made for two reasons. Firstly, reading a map is a complex skill that both, sighted and visually impaired people have to learn [cf. 22, 16]. Blind and visually impaired people are not always familiar with maps. Since the effects of (un)familiarity with map-like representations cannot be anticipated, testing blindfolded sighted participants who are familiar with maps ensures homogeneity among the participants. Secondly, blind and visually impaired people are a small group and, with respect to their visual experience, heterogeneous group. This group is already to a large degree involved in experimental testing. Besides providing insights concerning the integration of haptic and natural language representation by sighted participants, one goal of the experiment reported was to test and refine the experimental methods before testing visually impaired people. A follow-up experiment with blind and visually impaired people is ongoing.

2.2 Materials and Procedure

Material. Two different virtual tactile maps and corresponding utterances with two different sets of names were created to avoid carry-over effects in the repeated-measures design. The utterances were started by the experimenter using a custom-built interface.

Maps. The virtual tactile maps were haptically explored by the participants using the Sensable Phantom Omni device attached to an Apple iMac. The maps were of similar complexity regarding the number of intersections, the amount of parallel streets, potential landmarks, and dead ends. Both maps included five tracks (‘track’ is a more general term for street-like structures and similar to the term ‘path’ introduced by Lynch [21]) and six potential landmarks (one tree and five buildings). See Fig. 2 for a
visualization of the maps used. A pre-study showed that visualizations of the maps could be completely remembered when learned visually.

The maps were modeled for haptic interaction using Autodesk’s 3D Studio Max. The 3D models were presented with the Phantom device using the Sensable OpenHaptics toolkit2.

**Assisting Utterances.** The assisting utterances were recorded before the study. They were given in German, spoken by a 26-year-old male native German speaker. The participants heard the utterances via headphones.

Two name sets were created that could be used for both maps (the amount of tracks and potential landmarks were identical on both maps). The name sets consisted of names for the tracks, i.e., street names (S), and for potential landmarks. The later were of the following types: (LM1) names signifying the function of the potential landmark, (LM2) individual names such as brand names for chains of stores, and (LM3) class names. See Table 1 for an overview of the name sets used.

<table>
<thead>
<tr>
<th></th>
<th>Set 1</th>
<th>Set 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>Poststraße, Humboldtstraße, Lärchenweg, Goethestraße, Hegelstraße</td>
<td>Hochstraße, Dorfstraße, Amselweg, Blumenstraße, Bergstraße</td>
</tr>
<tr>
<td>LM1</td>
<td>Hauptbahnhof [main station], Universität, Christuskirche, Bertolt-Brecht-Schule</td>
<td>Rathaus [town hall], Gedächtniskirche, Anne-Frank-Schule, Museum</td>
</tr>
<tr>
<td>LM2</td>
<td>Aldi</td>
<td>Lidl</td>
</tr>
<tr>
<td>LM3</td>
<td>Eiche [oak]</td>
<td>Buche [beech]</td>
</tr>
</tbody>
</table>

We developed a set of assisting utterances inspired by utterances that occurred in a corpus of human assisting utterances. To collect this corpus, several human participants were asked to verbally assist a blindfolded map user. The assistant saw a visualization of a blindfolded map user’s exploration of a virtual tactile map of the type described above. The visualization of the tactile map that was shown on a computer screen was similar to Fig. 3. A red dot moving corresponding to the map user’s exploration movements visualized the haptic focus of the map user for the assistant. The assistant was instructed to help the blindfolded map user comprehending the tactile map. Both, the assistant and the map user, were informed that only the assistant should talk; that is, that the co-operative action should not be performed in a dialogical manner. The frequently occurring utterances in the corpus were grouped to messages classes. Message classes are defined by the type of information of the corresponding utterances [19]. In the context of the present paper, the identification message class is particularly important. By stating an utterance of

2 http://www.sensable.com
the identification message class, the assistant informs the user of the tactile map about the identity of the map object that is explored. Usually, this is done by stating the proper name of the map object in combination with a demonstrative. If an object (e.g., an intersection) does not have a proper name, it can often be identified by referring to objects with proper names. For the intersection example, these are the names of the streets that form the intersection (see example (3a) below). A detailed discussion of the other message classes is out of the scope of this paper [see 19, for a discussion]. In the following, the assisting utterances that were included in the two different assistance conditions are discussed.

In the simple-assistance condition that provided the baseline for the described study, information about the names of objects in the haptic focus was given. Only utterances of the identification message class for objects with proper names were included. Consequently, no information for map objects without a proper name was given. In the maps used for the study, this affected intersections and dead ends, which were not verbally identified in the simple-assistance condition. Example (1a) is a translation of the assisting utterance that was given when the track ‘Hegelstraße’ was explored. Examples (1b) and (1c) are translations of identification messages for the frame of the map and the building called ‘Bertolt-Brecht-Schule’. Note that utterances that use deictic reference are time critical; that is, they should only be given when the map user actually explores the object that is talked about. For example, a human assistant would give the assistance (1a) when the user is exploring the right track parallel to the map frame. Figure 3 shows a position on this track with a dot. Considering this position is the map user’s exploration position, giving utterances such as (1b) or (1c) would be inappropriate.
(1a) This is Hegelstraße.³
(1b) This is the left map frame.
(1c) This is Bertolt-Brecht-Schule.

In addition to utterances such as (1a)–(1c), information that a human assistant would potentially include was given in the extended-assistance condition. (2a)–(3c) are examples for translations of assisting utterances given in this condition for track objects. The assisting utterances (2a)–(2d) are suitable when a user explores the track ‘Hegelstraße’, for example, at the position marked with the dot in Fig. 3. As can be seen from the examples, the extended-assistance condition included verbal information about the extent of tracks (i.e., what determines the end of a track, see example (2b)). The set of utterances included information about the intersections a track had (2d) and information about spatial and geometric relations with other tracks and landmarks (see examples (2a), (2b), and (2c)). These utterances, which do not include deictic references, are not as time critical as the ones containing deictic references; however, they were only given when the participant explored the part of the map that they were about, as well.

(2a) Hegelstraße is parallel to Goethestraße.
(2b) Hegelstraße ends to the left at an intersection with Lärchenweg and to the right in a dead end.
(2c) Below Hegelstraße, there are Rathaus and Museum.
(2d) Hegelstraße intersects with Goethestraße.

Furthermore, for parts of tracks that were close to landmarks or between landmarks, assisting utterances were given that stated this relation (see (3c)). Additionally, intersections and dead ends were identified (see examples (3a) and (3b)).

(3a) This is the intersection between Goethestraße and Humboldtstraße.
(3b) This is the dead end that forms the right end of Lärchenweg.
(3c) Now, you are between Christuskirche and Universität.

(4a) and (4b) are translations of assisting utterances for a potential-landmark object. For these objects, the set of utterances in the extended-assistance condition included utterances that stated the relation to other map objects (see (4a)) and, if appropriate, the global location in the map (see (4b)).

(4a) Bertolt-Brecht-Schule is located below Poststraße.
(4b) Bertolt-Brecht-Schule is located in the upper part of the map.

Control of the Assisting Utterances. The experiment was performed as Wizard-of-Oz-like experiment. The experimenter started the playback of the utterances using

³The purpose of the translations in this paper is to illustrate the content of the examples. We purposefully ignore article conventions.
custom-built software developed for this purpose. The experimenter looked at an extended visualization (similar to Fig. 3) in which, additionally, buttons were located close to the map objects. As in the corpus-collection study, a dot moving corresponding to the participant’s exploration movements visualized the haptic focus of the participant for the experimenter. With these buttons, the experimenter was able to start the assisting utterances of the classes described above. Both, the map objects and the corresponding buttons, were represented in the same color. The experimenter started an utterance when the participant explored the corresponding map object.

Pre-studies indicated that if a map object is explored, giving information of the identification message class should precede any other information. Hence, the experimenter started an utterance of the identification class prior to any other utterance in the extended-assistance condition. The other utterances for that object were given in the order that the experimenter found most appropriate. However, we avoided unnatural repetitions of utterances. To facilitate this, the buttons for utterances that were played once were marked in the interface.

**Assessment Methods.** Following the map exploration with one of the assistance conditions described, the spatial knowledge that the participants gained by the exploration of the map was tested using three methods: (1) asking questions about spatial relations of objects on the map, (2) sketch mapping, and (3) a task in which participants needed to recognize correctly visualized parts of the map in a puzzle-like setting.

**Relation Questions.** First after the map exploration, participants answered questions concerning the spatial layout of the map. A similar approach has been used previously to test spatial mental models resulting from different types of spatial descriptions [4, 5, 27]. The first test consisted of 20 questions on spatial relations between objects. Where it was possible, these questions asked for relations between objects that were not explicitly stated in the prerecorded assisting utterances for the extended-assistance condition. The experimenter asked the questions in an individual random order. 10 questions involved spatial relations including potential landmarks and 10 were only about the track configuration. The answering options were ‘yes’, ‘do not know’, and ‘no’. 10 questions were answered correctly with a ‘no’ and 10 questions with a ‘yes’. A correct ‘yes’ and correct ‘no’ were evaluated as correct answers. A wrong ‘yes’, a wrong ‘no’, and ‘do not know’ were evaluated as wrong answers.

In the experimental procedure, each set of names occurred with each map. Therefore, sets of relation questions were developed for each combination of a map and a name set. This resulted in four sets of 20 questions. The questions of these sets were matched with each other. For example, question 1 always asked for the relation of two landmarks that were relatively distant to each other and was always correctly answered with ‘yes’ and question 17 always asked if two streets are parallel and was always correctly answered with ‘no’. Two sets of questions were created for each map. This resulted from the use of two different sets of names. The individual questions for each set of names always asked for a spatially equivalent fact. For example, in the first map for the first name set the first question was ‘Is Eiche left of Hauptbahnhof?’ The map object that was called ‘Eiche’ in the first name set was called ‘Buche’ in the second name set. The map object that was called
‘Hauptbahnhof’ in the first set was called ‘Anne-Frank-Schule’ in the second set. Consequently, the first question for the first map with the second set of names was: ‘Is Buche left of Anne-Frank-Schule?’

As reported in Sect. 2.3, a subsequent analysis revealed that the questions involving potential landmarks and those involving only tracks constitute two subscales.

**Sketch Task.** After completing the relation-questions, participants were asked to sketch the map on a sheet of paper. For a discussion of the validity and reliability of sketch maps as assessment methods for spatial knowledge see Lohmann [17] and Blades [2]. The frame defining the dimensions of the map was printed on the paper for sketching.

All 48 sketches were evaluated by the researcher and an independent rater. Both raters were uninformed about the condition in which the sketch map was produced and about whether sketch maps were created by the same participant. The rating was performed in two respects, reflecting the two knowledge types identified in the principal component analysis for the relation questions: Firstly, raters evaluated how well the sketch resembled the original map concerning the course of tracks, their parallelism, and the junctions they have. Secondly, raters evaluated how well potential landmarks were represented at their correct positions. The rating was performed on a 5-point Likert-type scale. A rating of 1 is associated with ‘does not reflect the original’ and 5 is associated with ‘reflects the original precisely’.

![Recognition Puzzle](image)

**Fig. 4.** Example for the options for the upper-right puzzle part

**Recognition Puzzle.** The third test performed was a recognition test. A visualization of the map that was explored previously was split into quadrants. Participants were given a set of possible map parts for each quadrant and were asked to decide which one is correct.
The goal positions and orientation of the parts were given. For each position, there were six options: the correct solution and five parts with a wrong spatial layout of a track and/or potential landmark. Each potential part fitted to each potential part of the other quadrants: there were no potential landmarks or tracks on any part that would have led to an inconsistent picture when combined. Refer to Fig. 4 for an example of the options for the upper-right part of the visualization of the map.

**Procedure.** The experiment was performed as repeated-measures experiment with the assistance condition as within-subject variable. This design was chosen to overcome the problem of individual differences in the ability to understand virtual tactile maps resulting from differences in spatial abilities biasing the results (see Wen, Ishikawa, and Sato [32], for a discussion of individual differences in spatial abilities).

To avoid carry-over effects, two different maps and sets of names were used for the different experimental conditions. To control for order effects that bias the main research question, the experiment was fully counterbalanced concerning the order of assistance conditions, maps, and the set of names. Accordingly, the second learning procedure was performed with the map, the assistance condition, and the set of names that were not used in the first condition. Consequently, the extended-assistance condition occurred as often as first learning condition as the simple-assistance condition. Furthermore, the first map and the first set of names occurred as often as the second map and the second set of names. Following this principle, each assistance condition was performed as often with each map and each set of names as the other one.

To ensure that participants understood the interaction with the multimodal system, they were trained in different aspects of it. Firstly, they were introduced to the haptic device and explored some standard examples of the Chai 3D\textsuperscript{4} haptic toolkit. Then, they were interactively introduced in virtual tactile maps. Therefore, they explored a map, first assisted by the experimenter who gave assisting utterances and then by prerecorded utterances controlled by the experimenter, as used in the experimental conditions. The map used for training purposes was different from the two maps used in the experimental conditions. In the training procedure, the map objects had artificial names such as A-Building or Alpha-Street. To conclude the training, participants were tested for their ability to identify the shape of objects (such as a triangle and a square) and to follow a complex track structure without leaving it while receiving and following assisting utterances given by the experimenter. The training procedure including the training test took 30–60 minutes.

After a short break, participants read written instructions about the time they had for exploration and the tasks they had to solve after learning. Information about the tasks was included to minimize order effects resulting from knowledge of the tasks from the first condition. For the same purpose, an example map similar to the ones used in the experimental conditions was printed on the instructions. Participants were instructed to read the map in a way that they would find the route from each potential landmark to each other.

\textsuperscript{4}http://www.chai3d.org
Each exploration was limited to eight minutes. After the first exploration, first the relation-questions task was performed, then participants created the sketch map, and finally did the recognition-puzzle task. A ten-minute break was made before the participants performed the second exploration with the same time constraint as the first exploration.

2.3 Results

Relation Questions. Taking all questions into account, the average result showed that participants were able to correctly answer significantly more questions ($t(23) = 8.08, p < .001$) when they learned the map under the extended-assistance condition ($M = 14.04, SE = .61$) than when they learned the map in the simple-assistance condition ($M = 8.46, SE = .42$) and the effect is large ($r = .86$) [according to 7].

<table>
<thead>
<tr>
<th>Question Number</th>
<th>Component 1 (Landmark Knowledge)</th>
<th>Component 2 (Track Knowledge)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.776</td>
<td>.125</td>
</tr>
<tr>
<td>2</td>
<td>.784</td>
<td>-.038</td>
</tr>
<tr>
<td>3</td>
<td>.669</td>
<td>.121</td>
</tr>
<tr>
<td>4</td>
<td>.546</td>
<td>.246</td>
</tr>
<tr>
<td>11</td>
<td>.832</td>
<td>.028</td>
</tr>
<tr>
<td>12</td>
<td>.656</td>
<td>-.029</td>
</tr>
<tr>
<td>13</td>
<td>.749</td>
<td>.382</td>
</tr>
<tr>
<td>14</td>
<td>.685</td>
<td>.426</td>
</tr>
<tr>
<td>15</td>
<td>.684</td>
<td>.247</td>
</tr>
<tr>
<td>6</td>
<td>-.319</td>
<td>.483</td>
</tr>
<tr>
<td>7</td>
<td>-.362</td>
<td>.334</td>
</tr>
<tr>
<td>8</td>
<td>.298</td>
<td>.020</td>
</tr>
<tr>
<td>9</td>
<td>-.204</td>
<td>.527</td>
</tr>
<tr>
<td>16</td>
<td>-.380</td>
<td>.669</td>
</tr>
<tr>
<td>17</td>
<td>-.071</td>
<td>.384</td>
</tr>
<tr>
<td>18</td>
<td>-.175</td>
<td>.261</td>
</tr>
<tr>
<td>19</td>
<td>-.204</td>
<td>.335</td>
</tr>
<tr>
<td>20</td>
<td>-.342</td>
<td>.643</td>
</tr>
</tbody>
</table>

In the subsequent analysis, question 5 was excluded due to a somewhat unclear formulation of this question. For the following analysis of the data, we assumed that the set of names and the maps do not have an effect on the items (no significant effects of the map or the set of names used were found in the analysis of the resulting 19 questions).  

5 An α-level of .05 was used for all calculations reported in this paper.
Screening the data, it was obvious that the assistance condition had a strong effect on some but not on all questions. The effect on the answers of questions involving potential landmarks differed from those questions about tracks. Whereas the answers to the landmark-related questions showed large differences between the conditions, the answers to the questions that only involved track knowledge did not. To support this theory, a principal component analysis was calculated. Two components were extracted, corresponding to the two types of questions. We assumed that the components are not independent. Therefore the rotation method we chose was oblique rotation. Interestingly, there was a negative correlation between the components (component 1 correlated with −.202 with component 2). The component loadings are shown in Table 2. Those questions involving potential landmarks loaded highly on component 1, those that do not involve knowledge of potential landmarks loaded highly on component 2. We found no explanation for the fact that question 8 did not load as expected on component 2, which reflects track knowledge. The factors together explained about 40.59 percent of the variance.

<table>
<thead>
<tr>
<th>Question Number</th>
<th>Translation of the Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Is Eiche left of Hauptbahnhof?</td>
</tr>
<tr>
<td>2</td>
<td>Is Eiche left of Hegelstraße?</td>
</tr>
<tr>
<td>3</td>
<td>Is Bertolt-Brecht-Schule left of Christuskirche?</td>
</tr>
<tr>
<td>4</td>
<td>Is Hauptbahnhof above Universität?</td>
</tr>
<tr>
<td>11</td>
<td>Is Eiche right of Christuskirche?</td>
</tr>
<tr>
<td>12</td>
<td>Is Hegelstraße left of Bertolt-Brecht-Schule?</td>
</tr>
<tr>
<td>13</td>
<td>Is Bertolt-Brecht-Schule above Eiche?</td>
</tr>
<tr>
<td>14</td>
<td>Is Hauptbahnhof below Aldi?</td>
</tr>
<tr>
<td>15</td>
<td>Is Hauptbahnhof right of Universität?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Question Number</th>
<th>Translation of the Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>Do Humboldtstraße and Poststraße form a T-intersection?</td>
</tr>
<tr>
<td>7</td>
<td>Are Goethestraße and Hegelstraße parallel?</td>
</tr>
<tr>
<td>8</td>
<td>Does Lärchenweg form a dead end to the right?</td>
</tr>
<tr>
<td>9</td>
<td>Do Hegelstraße and Lärchenweg form an intersection?</td>
</tr>
<tr>
<td>10</td>
<td>Do Goethestraße and Lärchenweg meet?</td>
</tr>
<tr>
<td>16</td>
<td>Do Poststraße and Hegelstraße form a T-intersection?</td>
</tr>
<tr>
<td>17</td>
<td>Are Humboldtstraße and Goethestraße parallel?</td>
</tr>
<tr>
<td>18</td>
<td>Does Goethestraße form a dead end?</td>
</tr>
<tr>
<td>19</td>
<td>Do Poststraße and Lärchenweg form an intersection?</td>
</tr>
<tr>
<td>20</td>
<td>Do Humboldtstraße and Lärchenweg meet?</td>
</tr>
</tbody>
</table>
For the two resulting factors, two subscales were constructed. Since the questions involving landmarks differed from those involving only tracks, these subscales are named the ‘landmark-knowledge subscale’ and the ‘track-knowledge subscale’. Table 3 contains translations of the questions of landmark-knowledge subscale with the remaining 9 items. Table 4 contains translations of the questions of the track-knowledge subscale. Figure 5 shows the mean number of correct answers after the learning conditions and for the two subscales. The figure indicates that extended assistance led to a larger amount of correctly localized landmarks. In contrast, the knowledge of the track structure was not affected by the learning condition.

Separate mixed-design ANOVAs were calculated for each of the subscales. In both subscales, there were no significant main effects of gender, handedness, the order of conditions, the order of the maps used, or the order of the set of names. Therefore, these variables were stepwise excluded from the model for further analysis.

Concerning the track subscale, participants were not able to answer significantly more questions after learning the map under the extended-assistance condition and there were no interaction effects. A paired-sample t-test of equivalences was used to check whether the number of correct answers on the track subscale can be considered equivalent [31]. In the analysis, we used a liberal symmetrical equivalence interval of .50 and an alpha level of .05 (two tailed), resulting in the following t value: $t = .23$. This value is lower than the critical constant, therefore, the number of answers can be considered statistically equivalent among the conditions.

In contrast to the equivalent number of correct answers on the track-knowledge subscale in the two conditions, there was a highly significant and large effect of assistance condition on the amount of correct answers for the landmark-knowledge subscale ($F(1, 23) = 80.23, \ p < .001, \ r = .88^6$). Participants were able to answer significantly more questions correctly after having learned the map with the extended assistance condition.

---

6 All effect sizes reported are based on planned contrasts [10].
**Sketch Mapping Task.** Two raters evaluated the sketches. The intraclass-correlation coefficient was calculated to test the agreement between the raters. The track ratings ($ICC(3,1) = .68$) and the potential-landmark ratings ($ICC(3,1) = .72$) agreement was calculated separately [25]. Both provided a fair agreement. The values of the raters were averaged for further analysis. Figure 6 shows an example of a participant’s sketch map.

![Example of a participant’s sketch of map 2 after learning the map under the extended-assistance condition](image)

Figure 6. Example of a participant’s sketch of map 2 after learning the map under the extended-assistance condition

Figure 7 shows the mean ratings of the sketches. The figure suggests that potential landmarks depicted corresponded better to the tactile map when it had been learned under the extended-assistance condition.

Separate mixed-design ANOVAs were calculated for the landmark-configuration ratings and the track-structure ratings. In both ratings, there were no significant main effects of gender, handedness, the order of the maps used, the order of the conditions, or the order of the set of names. Therefore, these variables were stepwise excluded from the model for further analysis.

![Mean ratings of the track structure and the landmark configuration on the sketches](image)

Figure 7. Mean ratings of the track structure and the landmark configuration on the sketches (Error bars represent the 95% confidence interval of the mean)
Concerning how well the track structure as sketched corresponded to the tracks in the tactile map, no significant effects of the assistance condition were present. As for the analysis of the results of the relation questions, a paired-sample t-test of equivalences was calculated to control whether the mean ratings can be considered equivalent. Again, we used a liberal symmetrical equivalence interval of .50 and an alpha level of .05 (two tailed), resulting in the following t value: \( t = .24 \). This value is lower than the critical constant, therefore, the mean ratings of how well the track structure is sketched can be considered statistically equivalent between the conditions.

In contrast, ratings for how well potential landmarks are depicted corresponded to landmarks on the tactile map were significantly affected by the assistance condition. Participant sketched potential landmarks better when the map was learned with the extended-assistance condition (\( F(1, 23) = 21.39, p < .001, r = .69 \)).

**Recognition Puzzle.** As described, each part of the recognition puzzle except from the correct part had either an incorrect part of a track or an incorrectly placed landmark, or both. We evaluated separately how well the solution of the participants reflected the structure of the tracks and the position of potential landmarks. The map was split into quadrants. For each quadrant six options were given: the correct solution and five parts with a wrongly depicted track structure and/or incorrectly placed landmarks. From the number of mistakes, we calculated the number of puzzle parts that showed the correct track structure and the number of puzzle parts that showed the correct landmark positions for each participant.

Figure 8 shows the number of parts that correctly reflected the track structure and the landmark configuration under each assistance condition. The figure indicates that participants benefited from extended assistance concerning their acquired knowledge of the landmark configuration. The figure also shows a slight improvement of the mean for the choice of parts that correctly reflect the track structure.

![Fig. 8. Mean number of correctly identified puzzle parts (Error bars represent the 95% confidence interval of the mean)](image-url)
Two separate mixed-design ANOVAs were calculated for the number of parts chosen that correctly reflected the track layout and the number of parts chosen that correctly reflected the landmark layout.

Concerning the number of parts that correctly showed the track structure, no main effects of gender, handedness, the order of the maps used, the order of the conditions, or the order of the set of names were present. Therefore, these variables were stepwise excluded from the model for the further analysis. Like in the two other tests, there was no significant effect of assistance condition. However, there was a tendency suggesting that participants performed better under the extended-assistance condition \((F(1, 23) = 3.87, \ p = .061)\). Consequently, the paired-samples t-test of equivalence, using the same equivalence interval (.50) and alpha level (.05) as above, resulted in a value that is above the critical constant \((t = 1.97)\).

The number of parts that correctly reflect the landmark layout showed a significant main effect of gender \((F(1, 20) = 8.20, \ p < .05, \ r = .54)\). Males chose more elements with a correct landmark configuration. Furthermore, there was a significant interaction effect of gender and the order of assistance conditions \((F(1, 20) = 6.39, \ r = .49, \ p < .05)\), males, in contrast to females, performed better when the extended-assistance condition preceded the simple-assistance condition. However, Levene’s test indicated that the assumption of equal error variances was broken \((p = .002)\). The following analysis was performed taking effects of gender, the ordering of the conditions and their interaction into account.

The data show a significant and large effect of the assistance condition \((F(1, 20) = 7.74, \ p < .05, \ r = .53)\). Participants chose a higher amount of puzzle parts with a correct landmark setup after having learned the map under the extended-assistance condition.

### 3 Discussion and Summary

The experiment was performed to test whether a multimodal system that gives extended verbal assisting utterances for explorations of virtual tactile maps facilitates spatial knowledge acquisition and by this, improves existing multimodal approaches. We asked participants to explore maps in two experimental conditions: one with a restricted set of verbal information (simple assistance) and one condition with additional verbal information (extended assistance). The verbal information included in the latter condition was inspired by the information human assistants gave in a corpus study that we had previously made.

As expected, the experiment reported shows that, altogether, spatial knowledge is acquired more efficiently when (virtual) tactile maps are explored with extended assistance than when they are explored with simple assistance.

The data show that knowledge gained from virtual tactile maps consists of two subtypes: (1) knowledge of the track structure (‘track’ is a term for entities enabling locomotion, such as streets) and (2) knowledge of the configuration of potential landmarks. Contrary to our expectations, the overall increase in knowledge is only based on an increase in knowledge of potential landmarks. While the data show a strong
increase in knowledge of potential landmarks, participants did not acquire significantly more knowledge of the track structure. The number of correct answers to questions about coarse-grained spatial facts about tracks (relation questions) and the mean ratings of the track structure reflected in sketch maps is statistically equivalent between the two assistance conditions (shown by paired-sample t-tests for equivalence).

In addition to the main finding that learning virtual tactile maps with additional verbal assistance significantly facilitates acquisition of knowledge of potential landmarks, the study also indicates that all three tests are applicable to assess survey knowledge acquired by tactile map explorations, especially the relation questions and sketch-mapping task, which have shown a perfect match concerning both statistically significant difference and equivalence. All three tests support the same result, except from the fact that the data for knowledge of tracks of a recognition task (recognition puzzle) are not statistically equivalent among the experimental conditions.

The experiment reported was performed in the context of the development of the VAVETaM system, which is intended to help blind and visually impaired people by providing efficient multimodal external survey-knowledge representations. Therefore, an experiment with blind and visually impaired people and adapted tests of spatial survey knowledge is ongoing.

Overall, the results encourage the development of the multimodal system approached. Further research has to investigate the reasons for the absence of an improvement of knowledge of the track structure. For example, for sighted travelers, information about potential landmarks might be more important. Therefore, it is possible that sighted participants focus their attention on verbal information regarding potential landmarks. However, other possible explanations cannot be ruled out with the current data.

Although further work is required to gain a more complete understanding of the effect of verbal assisting utterances on the knowledge acquisition process of (virtual) tactile maps, our findings show a clear improvement when receiving verbal assistance in the style of the extended-assistance condition on the knowledge of potential landmark and encourage the development of the multimodal human-computer-interaction system.
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Abstract. This paper discusses the linguistic ontology of mode (also known as \textit{directionality}). It is argued that mode is best analyzed in terms of temporally linked locations and that our understanding of a corresponding path of motion probably follows from the conceptual enrichment of the semantics of a motion expression.

1 Introduction

Basic spatial expressions locate things at locations. These locations are named regions identified by means of the \textit{configuration} function, which can be understood as defining a region with respect to a reference object or \textit{ground} (latter term by Talmy \cite{1}; for present purposes, it does not matter whether this region is geometrically or functionally defined and whether it should be described in points or vectors, but see for example \cite{2,3,4} for discussion). In the example in (1), the configuration term \textit{under} identifies the region under the ground \textit{the table} that contrasts with, for example, the locations \textit{on} and \textit{next to it}.

Jackendoff \cite{5, p. 169} (1) \textit{The mouse ran from under the table.}

As things may change location over time, configurations are often linked to a restricted interval only. This temporal range is specified by the \textit{mode} function, as it will be called here (following Kracht \cite{6}; mode is better known as \textit{directionality} which is an unfortunate choice as will be explained below). According to the currently prevalent understanding of mode, the mode expression \textit{from} in (1) describes the set of paths that have the location specified by the configuration \textit{under} as their starting points \cite{5,6,7,8}. Alternatively, however, mode distinctions can be characterized in terms of locations that are mapped to an ordered domain such as (event) time: the mouse being under the table only at the beginning of the event \cite{9,10,11,12}, or, as a third option, in terms of an abstract phase transition that only by the incidental application to the spatial domain expresses a transition of location \cite{13}: the mouse in the first phase ‘being under the table’ and in the second phase ‘not being under the table’.

* Many thanks to John Bateman, Lotte Hogeweg, Susanne Hackmack, and three anonymous reviewers for valuable comments that helped to improve this paper.
This paper will argue that the correct ontological characterization of mode is in terms of temporally linked locations, as the second type of analysis has it. In Section 2 it will first be explained what is meant by “ontological characterization”, as this crucially distinguishes between different research programs with completely different research goals, which of course should be evaluated according to their own merits. Section 3 briefly discusses the three different types of analyses mentioned above. Section 4 shows why an analysis in terms of change of locations is preferable, at least for our present ontological purposes.

2 A Linguistic Ontology (for Spatial Language)

Our perception of the world is largely determined by our phylogenetic makeup and therefore probably universal (to give only one example, we can all roughly perceive about the same part of the electromagnetic spectrum). As is well-known, however, languages differ in the way they subsequently package these analog perceptual differences into discrete lexical items [cf. 14]. And as generally recognized too, languages differ in their “choice” of the subset of semantic distinctions that become grammatically relevant, that is, relevant to the system instead of the lexicon only.

Along these lines, the study of meaning can be subdivided into three levels: At the (universal) perceptual extreme, a conceptualization is the rich collection of sensory inputs that may or may not be expressible in language. Next, the semantics is the collection of meaning aspects that can be expressed in language and by means of which characterizations or definitions of lexical items can be given. At the grammatical extreme is the linguistic ontology, which describes those aspects of the semantics that become grammatically relevant. Whether or not it makes sense to distinguish between conceptualization and semantics and what exactly may count as “grammatically relevant” is not always consensual however, and probably the distinction should be considered a continuum rather than clear-cut.

Differences in labeling aside, this three-way division of meaning is not new but recognized by other scholars too [cf. e.g. 15, 16, 17, and references cited therein]. For example, Jackendoff [15, p. 291] distinguishes between a conceptual, lexical and linguistic semantics, the latter is the equivalent of what is here called an ontology and is defined as “those semantic features that are mentioned in phrasal interface rules – the part of conceptualization that is ‘visible’ to these rules [i.e. the rules of grammar; SL]”. Similarly, Grimshaw [16, Chapter 3] splits “the analysis of a verb like write in the following way: that write means to do something and not to be something is linguistic; that it means what it means and not what draw means, is not.” The aspect of lexical meaning that is grammatically relevant she calls semantic structure or linguistic information, the aspect that is not she calls semantic content or cognitive information. Obviously, our ontology is the same as Grimshaw’s semantic structure.

1 In fact, Jackendoff proposes an additional level of meaning between perception and conceptualization, viz. Spatial structure or SpS.
The goal of a linguistic ontology is to identify the minimal semantic commitments of a language system as evidenced in concrete instances of language use [17]. The goal of this paper, accordingly, is to identify the minimal semantic commitments of the spatial system of languages that differentiate between mode expressions. That is, the purpose of the present paper is not to study the conceptual representation of motion expressions as stored and dealt with in the human brain, but instead to determine the grammatically relevant distinctions only. (Note that for engineering purposes, it is only this information that we need. In order to construct a system capable of interacting with natural language about space, it is only necessary to distinguish the semantic commitments embodied in language, independently of their instantiation in cognitive systems.)

One of the main reasons for the diverging analyses of mode expressions is probably the mixing of the three levels of meaning mentioned above. The prevalent understanding of mode expressions in terms of paths seems to be mostly motivated by a conceptual semantic intuition. Indeed, if we think about motion events we cannot but think of paths of motion too, for how else could some object go from a to b than by going through all intermediate points? Crucially, this is not necessarily how language goes about this, as will be shown in Section 4: The ontology of mode seems to concern a discrete change of locations only. First, however, the different types of analysis of mode that were mentioned above will be introduced in more detail.

3 Different Understandings of Mode

In this section a number of accounts of mode will briefly be discussed, divided into three larger types, viz. path, location, and phase accounts. Not all approaches discussed below adopt the distinction between semantics and ontology mentioned in the previous section and therefore not all analyses are strictly concerned with the ontology proper of mode. However, as the goal of this section is merely to show the variation in analyses that exists at different levels, the discussion is not limited to ontological accounts only. In the next section, it will be shown that for ontological purposes the location type of account qualifies best.

According to the first and presently most dominant view, mode is concerned with (sets of) paths, to be understood as ordered set of points in space. In fact, this first major type consists of two subtypes, depending on the role that is given to time. A path (and therefore mode) can either be considered to be atemporally ordered or thought to have some sort of temporal trace that links each point in space to a corresponding point in time.

The proposed organizing principles in the atemporal subtype of the path analysis may differ between accounts. According to Jackendoff [5, p. 165], there are five categories of mode, divided into three broad types. The first class of
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2 Surprisingly, Jackendoff never seems to properly define paths or path functions. His use of the notion, for example in discussing the different mode classes and the possible roles paths may play in an event or state, suggests that he takes paths to be ordered sets of points in space. He does explicitly note, however, that paths are spatial and atemporal notions [5, p. 170].
bounded paths includes source paths and goal paths, FROM and TO. In bounded paths, the reference object or region with respect to this object specified by the configuration function is the beginning or endpoint of the path. The paths in the second class of directions do not include this reference object or region, but would do so if the path were extended by some unspecified distance. The members of this class are AWAY FROM and TOWARD. The third and final class of routes consists of one category only, viz. VIA. The reference object or region is related to some point in the interior of the path and nothing is specified about the endpoint of the motion.

As another, formally more developed, example of this subtype, Zwarts defines a path as a continuous function \( p \) from the real interval \([0,1]\) to a domain \( S \) of places. A path has a starting point \( p(0) \) and an endpoint \( p(1) \) and for every \( i \in [0,1] \), \( p(i) \) is an intermediary point of the path. [9] distinguishes four fundamental mode types: Transitions, Cycles,Progressions, and Continuations. Transitions involve paths that go from one spatial domain to a different, complementary domain. The difference between Transitions (Jackendoff’s bounded paths) and Progressions (Jackendoff’s directions) is that only the latter are adjacent and cumulative. In Zwarts’ analysis, two paths are adjacent (“connect”) if one starts where the other ends, i.e. \( p(1)=q(0) \). A set of paths \( X \) is connected iff there are \( p \in X \) with a connecting \( q \in X \). A set of paths \( X \) is non-connected iff there are no \( p \in X \) with a connecting \( q \in X \). A connected set of paths \( X \) is cumulative iff for all \( p, q \in X \), if \( p+q \) exists, then \( p+q \in X \). Since Transitions are defined as having either a starting or end point in a different spatial region, they are necessarily non-connected. Progressions such as toward, on the contrary, are connected and cumulative. You can add another four steps toward the house to four steps toward the house and still go toward the house (cumulativity) and therefore divide eight steps toward the house in two times four steps toward the house (connectivity).

Cycles and Continuations are different from Transitions and Progressions in that they are reversible. The path operation of reversal is defined as follows: the reversal of \( p \) is the path which assigns to every \( i \in [0,1] \) the position that \( p \) assigns to \( 1-i \). A set of paths \( X \) is reversible if and only if for every \( p \), if \( p \in X \) then reversal \( (p) \in X \). For example, Jackendoff’s VIA is reversible (both ‘jumping over the fence from left to right’ and ‘from right to left’ are VIA), but the reversal of TO is FROM. The difference between cycles and continuations is that only the latter have the property of cumulativity: The concatenation of two cycles, e.g. around, is said not to yield a new cycle, but two cycles in sequence; in contrast, the concatenation of two continuations, e.g. through, does yield a new continuation.

In the temporal variant of path analyses, [18, 19, 20], paths are elaborated with a temporal trace function that maps each point of the path to a point in the running time of the event. For example, Miller and Johnson-Laird say that

“[t]he conceptual core of the system for indicating movement is the path, which usually has a distinctive beginning and end. As an object traverses a path it passes each successive location at a later moment in time, so time indices can be associated with each location.” [18, p. 406]
Thus, the sequence of temporally marked locations constitutes a path. For example TO path is defined as the location \( y \) where a locatum \( x \) is at the end point of an interval in time with the additional assertion that \( x \) was not at \( y \) at the beginning of this time interval [13, p. 406]. The origin (FROM) and terminus (TO) of the path are said to have a distinctive status without further motivation. Next to these two points, the moving referent can be said to be at intermediate points of the path (VIA).

In a temporal version of the path analysis, the continuous function \( p \) in the atemporal proposal of Zwarts could be said to map from a time interval (rather than from the real interval) to a domain of places. This changes Zwarts’ typology of mode, as [20] argues. Because time is directed, the property of reversibility disappears. As a result, only three basic distinctions of mode remain: Place, in which a path remains in the same location, Goal, in which a path ends up in some location, and Source, in which a path starts in some location. All other distinctions are argued to be derived from this basic set in this proposal. For example, VIA is analyzed as the combination of Goal and Source and TOWARD is said to be an atelic variant of Goal.

In the second major view, mode is characterized in terms of locations that only hold for a part of event or a restricted time period within some relevant time span [10, 11, 6, 12, 21]. The number of distinctions that are made in the location type of analysis again may differ between authors. For example, Schank [10] argues for a two-way distinction. He proposes that, what are here called, Source and Goal of a physical motion are two arguments of the conceptually primitive act PTRANS that “involves a change of state of something that is a location” [10, p. 225]. Source is the location where the object is located at the beginning of a PTRANS act and Goal is another location where the object ends up.

In a similar vein, Wunderlich [11] distinguishes between locative and dynamic prepositional phrases (PPs). Both are seen as one-place predicates that express the property of being located in some region. Dynamic PPs inherently involve time. Within dynamic PPs, only those prepositional phrases that combine with verbs of placement are called directional. Non-directional dynamic PPs combine with motion verbs and can be described in terms of paths, extended regions that unify the position of an object at different times [11, p. 602]. Instead, directional PPs are variants of locative PPs that crucially involve the basic predicate CHANGE, which expresses a transition from one region into another. CHANGE is related to parameters that have to be instantiated by the context, for example to a motion verb. Just like in Schank’s analysis, mode only has two distinctions, Goal and Source.

Also Kracht [6, 12] proposes an account of mode in terms of locations that are true for specific time intervals of the running time of the event. Rather than developing mode distinctions that follow logically from his theoretical assumptions, Kracht seems to try to account for those distinctions that have been identified as such in the literature already. As a result, he ends up with five mode distinctions (or modes, in his terminology), depending on the time point
at which some location holds. In the static mode, the entire event is located in the given location; in the coinitial mode (cf. FROM) the event starts out at a given location; in the cofinal mode (TO) it ends there; the transitory (VIA) describes a location in between (but not at) the begin and end point, and finally, there is the approximative mode (TOWARDS). This mode is more complex as it involves the addition of a distance function to evaluate it. The location at the end point of the event must be closer with respect to the location for which the approximative mode holds than the location at the beginning of the event.

As a final example of the location analysis, and the one that is implicitly assumed here, Lestrade [21] argues that mode links configuration expressions to an extended event structure of the verb such as proposed by [22] ([cf. also 23]). Pustejovsky shows that Davidsonian event arguments may have internal structure. For our present purposes, only the structure in which there is a strict partial order between the two subevents is relevant: An event \( e_3 \) is a complex event structure that consists of two subevents, \( e_1 \) and \( e_2 \), where \( e_1 \) and \( e_2 \) are temporally ordered such that each is a logical part of \( e_3 \), the first subevent precedes the second, and there is no other event that is part of \( e_3 \) [22, p. 69]. Formally:

\[
\begin{align*}
\text{(2) a. } [e_3 \leq e_1 < e_2] &= \text{def } <_\alpha ([e_1, e_2], e_3) \\
\text{b. } \forall e_1, e_2, e_3 [<_\alpha ([e_1, e_2], e_3) \iff e_1 \leq e_3 \land e_2 \geq e_3 \land e_1 < e_2 \land \\
&\forall e [e \leq e_3 \rightarrow e = e_1 \lor e = e_2] ]
\end{align*}
\]

For a non-spatial example, the verb build, describing \( e_3 \), can be analyzed into a development process \( e_1 \) and a resulting state \( e_2 \).

Pustejovsky [22, p. 74] explicitly allows for adverbial phrases to take scope over both the entire event and over individual subevents. [21] argues that there are only three logical possibilities for spatial modification of motion verbs then: the spatial modification of the matrix event is called Place directionality; the modification of the first subevent is called Source, and the modification of the second subevent is called Goal. For example, depending on the type of directionality that is imposed by the spatial modifier and assuming the structure in (2), a walking event \( e_3 \) of subject \( x \) modified by location \( y \) can be decomposed as follows: \([\text{walk}(e_3, x) \land \text{locate}(e_3, x, y)]\) for Place, \([\text{walk}(e_1, x) \land \text{locate}(e_2, x, y)]\) for Goal, and \([\text{locate}(e_1, x, y) \land \text{walk}(e_2, x)]\) for Source.

According to the third major type of analysis, finally, mode has to be understood as a more abstract category that has different, domain specific instantiations. Fong [13] analyzes mode expressions as ordered structures that are interpretable in any domain that is diphasic, that is, involving two abstract, complementary states. Only in spatial domains, mode expressions denote a change in
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3 The notions approximative and TOWARDS are in fact not comparable, as the latter, at least in the usage of Jackendoff, combines different ontological domains, only one of which is equivalent to Kracht’s approximative, the other one in fact concerning orientation (cf. Section 14). 4 For readers familiar with the framework of Jackendoff: Note the different use of the term Place here.
place. The spatial interpretation follows from the process of *co-compositionality* \cite{22}, in which an underspecified semantic form becomes contextually enriched by its composition. Following L"obner \[1989, cited in 13, p. 29\], the notion of *admissible phase-interval* is formulated as an interval that starts with a phase that is not-\(p\) and is followed by a phase that is (and stays) \(p\). That is, it starts with times \(t\) for which \(p(t) = 0\), it extends to later times \(t'\) with \(p(t') = 1\), and there is no later time \(t''\) with \(p(t'') = 0\) again. The strict development from not-\(p\) to \(p\) is given up in \[13\], also allowing for changes in the opposite direction, from \(p\) to not-\(p\). The crucial point remains the monotonicity of a change.

Unfortunately, the choice between an abstract phase or location type of analysis cannot be made on the basis of a study of spatial language, as the former analysis, once applied to the spatial domain, makes the same predictions as some of the analyses of the location type. This choice calls for a more philosophical discussion going beyond the scope of this paper, and therefore the third type of analysis will not be further considered here.

The two remaining options may be graphically represented as in Figure 1, illustrated for Goal mode only for reasons of space. In the path analysis, illustrated at the left, Goal mode is a continuous and ordered set of points in space that ends in a named region, represented by the circle. In the location analysis on the right, mode is a discrete notion expressing the link, represented by the arrow, between a location and a time interval: For a given interval, some locatum is said either to be or not to be located in some location (hence its discreteness).

**Fig. 1.** Graphical representation of different analyses of Goal mode. Path analysis (left): The (heavy) end part of the ordered set of points in space is the subset that is described by some configuration expression, represented by the circle. Location analysis (right): The heavy part of the time line represents the final interval for which some location, again represented by a circle, is said to hold for a locatum. Goal mode, represented by the arrow, establishes this link.

In the next section, it will be argued that, of these remaining two options, the analysis in terms of temporally linked locations is to be preferred from the point of view of a linguistic ontology, as it best describes the basic set of distinctions that are made in a cross-linguistic sample of mode systems (Section 4.2) and some uses of mode expressions (Section 4.3). Also, it will be explained why the prevalent path analysis of mode need not be correct (Section 4.1).
4 Mode in Terms of Temporally Specified Locations

Defining mode, or any other semantic category for that matter, often is a circular procedure: To collect the instances to characterize one first needs an idea of what it is that is to be collected. In this section, we will first consider an example of how this arguably has led to a wrong sample of alleged mode expressions. Since the path analysis is almost exclusively motivated on the basis of this data set, it follows that the jury is still out and that the location analysis still stands a chance. Next, in Section 4.2, a more sound procedure of data collection is discussed. Following a procedure proposed by Corbett [21], first the kernel of mode distinctions is established on the basis of which a location type of analysis in fact seems to be much more plausible. Subsequently, in Section 4.3, a number of observations will be discussed that further strengthen the case for analyzing mode in terms of locations.

But before we begin, it should again be stressed that the purpose here is not to argue that motion paths cannot be referred to by language nor to argue that analyses of paths as such are wrong. The point to be made is that mode is indifferent toward paths.

4.1 Leaving the Path Analysis

The crucial examples in Jackendoff’s choice for paths are given in (3). He argues that any alternative to his path analysis of mode cannot account for all nine possibilities given [5, p. 168–170], in which especially (3-b,c) are supposed to be problematic. Instead, a path, be it concrete or metaphorical, can be identified in all of them and it is this path, it is claimed, that is referred to by the prepositional phrase.

(3) a. ([THING] traverses [PATH])
   1 – bounded path: John ran into the house.
   2 – direction: The mouse skittered toward the clock.
   3 – route: The train rambled along the river.

b. ([THING] extends over [PATH])
   1 – bounded path: The highway extends from Denver to Indianapolis.
   2 – direction: The flagpole reaches (up) toward the sky.
   3 – route: The sidewalk goes around the tree.

c. ([THING] is oriented along [PATH])
   1 – bounded path: The sign points to Philadelphia.
   2 – direction: The house faces away from the mountains.
   3 – route: The canons aim through the tunnel.

Note however that this argument only goes through if we first assume that paths are the primitives of mode (and if we accept the identification of a path in the sentences in (3-c)): It is assumed that mode is about paths; next, examples of situations in which paths can be identified are given, and then it is said that these examples, and therefore mode, can only be uniformly described in terms of
paths. Crucially, however, there is no independent evidence that these sentences actually are examples of *mode*.

The focus on (English) spatial adpositions, of which we have just seen only one example but which is characteristic for the vast majority of undertakings in spatial semantics, is probably the main reason that a path analysis has not previously been questioned [but cf. 14, 8, 25, 21]. It suffers from two problems, however. First, by only looking at English we miss potentially relevant information from other languages. It may be that a cross-linguistic data sample suggest a different characterization. For example in the configuration domain, the comparison of two rather closely related languages like English and Dutch already calls for a quite different ontology than one may have come up with for English alone [cf. 26]. Secondly, Bateman et al. [17, p. 1035] argue that lexical items tend to be too idiosyncratic in their bundling of semantic properties to reveal generic semantic ordering principles. Languages can be expected to vary at more lexical levels of spatial organization, combining semantic features from domains that are not necessarily basic to the actual domain of interest. Although, in comparison with nouns, prepositions are rather grammatical, they probably still are too lexical a category to give a clean picture of the mode domain. This can easily be illustrated: Since languages generally have dozens of non-synonymous prepositions, they necessarily make more than just the five-way mode distinction that theories of mode allow at the maximum (cf. Section 5). As a result, a semantic characterization of mode on the basis of prepositions may include meaning contrasts that do not really belong to the domain proper. In the remainder of this section, it is shown how the class of prepositions indeed mixes ontological categories. In Section 4.2, an alternative, more principled method of data collection will be shown to yield a different and smaller domain of analysis.

In the proposal of Jackendoff, TOWARD belongs to the type of paths called *directions*, which, unlike a *bounded* path such as TO, do not include (the region with respect to) the reference object but would do so if the path were extended by some unspecified distance. In a non-trivial sense, we probably only want to allow for extensions in approximately the same direction (otherwise, any direction could be turned into a TO path). Now, consider an enclosure around point A with an opening at its south side and point B to its north, as illustrated in Figure 2. Because of the enclosure, one can only go from A to B going southwards, through the opening. To go from A toward B, however, one should go north. Crucially, the TOWARD path in this situation cannot be extended in the same direction to become a bounded to B path.

It is proposed here that toward expresses something categorically different from to. Instead of mode, toward expresses orientation. When modifying a motion event with an orientation, the moving object generally ends up closer to the ground in which direction it is moving. And by continuing along this direction,
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5 Thanks to Emar Maier (p.c.) for this observation.
the moving object will probably end up at this ground too. But this need not be, as this example shows. (Whether “towardlike” expressions in other languages need to be analyzed as orientation or in terms of the combination of Goal mode with ‘near’ configuration must be determined on a case-for-case basis.) To avoid any further confusion between an orientation and location interpretation of directionality, it is proposed to use this notion for orientation only, using mode for the temporal linking of locations instead [following 6].

4.2 The Kernel of Mode

As said above, an important problem for the characterization of mode is that we do not really know what the data to account for are. Some prepositions in English may express it, but apparently not all do, as just shown for toward. So how do we know which items to include in our analysis? A possible solution proposed by Corbett 24 is to first establish and describe a kernel of distinctions that we surely want our ontology to account for. Other distinctions then either are less basic to our domain of interest or simply alien to it.

We can establish this kernel for mode by studying spatial-case inventories from a cross-linguistic perspective. It is well-known that more grammatical means of expression tend to make less idiosyncratic or language-particular meaning distinctions 1, 27, 17, which, for ontological purposes, is the reason we are interested in such grammatical distinctions in the first place. Morphological case should be especially interesting in this respect, as it is one of the most grammatical means available in languages. And if we find the same type of distinctions in language after language, we can be more certain that this set is basic indeed (cf. 28). Our kernel of mode, then, will consist of those distinctions that systematically show up in the spatial-case systems of different languages.

Lestrade 30 describes a cross-linguistic study of spatial-case inventories that was thus motivated [cf. 31, 33, 32, for similar enterprises, with consistent results]. A summary of the results is given in Table 1. A few explanatory notes are necessary for correct interpretation. If a spatial case is used as a general marker of a location function that does not distinguish between modes, the meaning column remains empty. If a basic level of mode is missing from the mode column, this generally means that it is expressed by different means than case markers. For example, in Malayalam, a postposition ninno that combines with a locative case marked noun is used to mark Source. Syncretism between, or underspecification of, certain meanings is marked with a slash (“/”). The difference between the absence of a certain mode distinction from this table and an underspecification/syncretism analysis is that in the former case a different means of expression is (systematically) used, whereas in the latter case one spatial case marker really seems to express two mode distinctions.

As can be seen, Place, Source, and Goal distinctions are always in place before other mode-like distinctions such as ‘via’ or ‘toward’ enter the stage [for a more elaborate discussion of these data, cf. 30]. Thus, the kernel of mode as established via a cross-linguistic study of spatial-case inventories consists of Place, Goal, and Source. For concreteness, an example of this distinction is given for
Table 1. Mode distinctions made by spatial case inventories. Abbreviations: P Place, S Source, G Goal.

<table>
<thead>
<tr>
<th>Language</th>
<th>Mode(-like)</th>
<th>Language</th>
<th>Mode(-like)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alambalik</td>
<td>P, P/G, G, ‘via’</td>
<td>Koasati</td>
<td>P(/G), G</td>
</tr>
<tr>
<td>Aymara</td>
<td>P, G, S</td>
<td>Lithuanian</td>
<td>P</td>
</tr>
<tr>
<td>Basque</td>
<td>P, G, S, ‘up to’</td>
<td>Malayalam</td>
<td>P/G, G</td>
</tr>
<tr>
<td>Cahuilla</td>
<td>P, G, S</td>
<td>Mangarrayi</td>
<td>P(/G), G</td>
</tr>
<tr>
<td>Dyirbal</td>
<td>P, G, S</td>
<td>Maricopa</td>
<td>P/G, ‘via’</td>
</tr>
<tr>
<td>ES Nivkh</td>
<td>P/S, G, ‘up to’</td>
<td>Meithei</td>
<td>P/G, S</td>
</tr>
<tr>
<td>Finnish</td>
<td>S, P, G</td>
<td>Nez Perce</td>
<td>P, G, S</td>
</tr>
<tr>
<td>Harar Oromo</td>
<td>P/G, G</td>
<td>P-Maliseet</td>
<td></td>
</tr>
<tr>
<td>Hua</td>
<td>P/G, S</td>
<td>Tarma Quechua</td>
<td>P, G, S, ‘via’, ‘up to’</td>
</tr>
<tr>
<td>Hungarian</td>
<td>S, P, G, ‘toward’</td>
<td>Tswana</td>
<td></td>
</tr>
<tr>
<td>Ika</td>
<td></td>
<td>Warao</td>
<td>P, G/‘via’, S</td>
</tr>
<tr>
<td>Imonda</td>
<td>P, G, S</td>
<td>West Greenlandic</td>
<td>P, G, S, P/‘via’</td>
</tr>
<tr>
<td>Kanuri</td>
<td>P/S/‘via’, G</td>
<td>Yasin-Burushaski</td>
<td>P, G, S</td>
</tr>
</tbody>
</table>

Dyirbal, in which allative case marks Goal (4-a), the ablative marks Source (4-b), and locative case marks Place (4-c).

Dyirbal [34, p. 57]

a. miđa-gu    b. miđa-gunu    c. miđa-gya

(4)       camp-ALLATIVE  camp-ABLATIVE  camp-LOCATIVE
‘to the camp’  ‘from the camp’  ‘at the camp’

Differently from Goal and Source, Place involves the absence of a change of location. As a result, Place is not always accepted as a distinction of mode. Due to space limitations, a discussion of its mode status has to be left for another occasion and only Goal and Source distinctions will be considered as mode distinctions in the remainder of this paper. (Note however that including it would not undermine the present argument but in fact would only strengthen the case for a location analysis, especially in the form of [21] in which Place simply links the location to the matrix event.)

The question of our present concern is whether the (remaining) basic distinctions Source and Goal follow from the proposals. That is, are these mode distinctions in any way privileged over other less-basic distinctions by the different types of analysis, when understood as ontologic proposals?

As discussed in Section 3, different accounts of the path type of analysis come up with different classifications of mode. Although a temporal version of the path analysis could predict the kernel of mode [20], there is no inherent ordering in the typology of mode distinctions proposed by the atemporal path accounts. From this perspective, the accounts of Jackendoff [9, 7] and Zwarts
overgenerate: They do not predict the kernel of mode. Instead, infrequent Path types such as Jackendoff’s VIA, AWAY FROM or Zwarts’s continuation and cycles are predicted to be just as basic as FROM and TO paths.

Although the absence of a hierarchy of mode distinctions could of course be due to the specific formulations of Jackendoff and Zwarts only, it seems to be inherent instead: Although path analyses can be made to account for the kernel when understood as a temporal notion, this in fact implies implementing a location analysis. For this, we have to stipulate a defining importance of the location of the starting and end point of the path. That is, we have to ignore all intermediate points of the path and reduce its notion to something that basically says: first the locatum was not at this location, in the end it was (for Goal, and the other way around for Source). In other words, we have to reduce the set of points described by the path to a set of two, one that is and one that is not at some location. In again other words, we have to assume a change of location analysis.

Interestingly, Zwarts eventually does end up with a distinction between more and less “directional” paths in which Source and Goal are the “most directional” expressions. These basic mode options are non-cumulative and reversible prepositions (cf. Section 3). Together, these properties define his class of Transitions, which are changes of location. Thus, indeed, prototypical mode needs to be described in terms of a change of location in a path analysis too. In fact, Zwarts [9, p. 95] even acknowledges the option of path prepositions lacking mode, thereby showing that paths and mode are different things indeed. Only by arguing that locations at the begin and end point of a path have special relevance, a path analysis can predict the kernel. But probably, such argumentation always involves an argument that really favors the location analysis.

In contrast with path analyses, analyses in terms of locations can predict the kernel of distinctions. In most general terms, according to this type of analysis, mode is about a configuration that is linked to some ordered dimension (mostly time; the ordering is necessary to distinguish Source from Goal). Depending on the ordering dimension chosen and on the way in which this link is established, location analyses correctly predict two (viz. Goal and Source; [11, 11]) or three (21; additionally including Place) basic types. This type of analysis may over-generate too, however, as evidenced by [7, 12], in which four or five distinctions are predicted, depending on how we appreciate the approximative mode.

In sum, the most succinct ontological analysis of the two (three, actually) basic distinctions of mode as identified in a cross-linguistic study of spatial-case inventories seems to be in terms of locations. In the next section, additional evidence for this analysis will be discussed.

4.3 Additional Support for a Location Analysis

Above, it was first shown that we do not necessarily need to adopt a path analysis as the argumentation for it is based on circular reasoning (Section 4.1) and, next, that when considering the kernel of mode distinctions, an analysis in terms of locations in fact seems preferable (Section 4.2). In the remainder of this section,
a number of observations will be discussed that corroborate this proposal or at least make more sense when mode is thought of as the temporal linking of locations.

First, and most importantly, even if we wanted to say that motion expressions ontologically involve paths, the question is whether the encoding of this path is to be found at the ground, i.e., as a function of the reference object. Traditionally, the focus of theorizing about spatial meaning is on its local encoding, offloading a large part of the motion semantics to prepositions. But spatial meaning rather seems distributed over the whole sentence [cf. 35, 36, 37]. As a result, the ontology of an adposition may be much “lighter” than usually argued for. Indeed, according to the present proposal, this path, if present, would instead be encoded by the verb, the mode expression only modifying a specified part of this path. Consider the following example to make things more concrete:

(5) * During his holidays, John walked every day.  
Assuming that John did not go on vacation to walk on a treadmill, one could argue that a path is already present in (5), necessitated by a sensible interpretation of the verb to walk in this context. What a mode expression adds to such an utterance, then, is the linking of a location to the begin or end point of this path (possibly established via the alignment between path and event time), in case of Source or Goal mode, or the location of the path as a whole, in case of Place.

As another argument in favor of a lighter semantics of mode expressions consider the following example from Hungarian:

Hungarian (T. Bos, p.c.)

(6) János *(ki)-megy a haz-ból.  
  John out-goes the house-ELATIVE  
  ‘John is leaving the house.’

Hungarian Source mode distinctions (and, to a lesser extent, Goal; cf. 38, p. 229) need to be “licensed” by verbal prefixes. That is, without ki- prefixed to the verb the use of elative case, which expresses Source, is ungrammatical. If elative case expressed a Source path, one would think it should have been possible to combine it with a simple verb like menni ‘to go/walk’, like it is possible to insert to the shop in (5). Instead, if elative case links its location to a subinterval of the event only, it needs a biphasic event or translational motion to provide the subeventual structure to link to. Apparently, in Hungarian, a simple motion verb may not sufficiently provide this structure or motion component, neither does the mode expression itself. Instead, an additional prefix is necessary for this.

It may seem hard to believe that the motion verb ‘walk’ does not sufficiently express a change of place from an English perspective, but we find a very similar situation in Yukatek Maya. The combination of manner of motion verbs with spatial adjuncts leads to a Place interpretation, as illustrated in (7-a).
a specific class of “inactive” verbs, *hem* ‘descend’ in (7-b) and *hna’k* ‘ascend’ in (7-c), a change of location can be expressed:

Yukatek Maya \[25\], ex. 1]

(7) a. *Le=ch’íich’-o’ tún xúk’nal y-óok’ol le=che’-o’.*
    DEF=bird-D2 PROG:A3 fly A3-top DEF=tree-D2
    ‘The bird is flying [i.e., circling] above the tree.’

b. *Le=ch’íich’-o’ h-em u=xúk’nal te=che’-o’.*
    DEF=bird-D2 PRV-descend(B3.SG) A3=fly LOC:DEF=tree-D2
    ‘The bird flew down from the tree [lit. it descended from the tree flying].’

c. *Le=ch’íich’-o’ h-na’k u=xúk’nal te=che’-o’.*
    DEF=bird-D2 PRV-ascend(B3.SG) A3=fly LOC:DEF=tree-D2
    ‘The bird flew up to the tree [lit. it ascended the tree flying].’

In Yukatek Maya adjuncts themselves apparently do not make a mode distinction. Their interpretation as a Place, Goal, or Source is dependent on the verb construction. In a clause with a manner of motion verb only, i.e. without the additional use of an inactive verb, a spatial adjunct is interpreted as a Place, no matter how plausible a Goal or Source interpretation would be. Only in combination with a verb from the inactive class, a change of location can be expressed, as illustrated in (7-b,c).

These data are meant to show that spatial adverbial expressions may only provide a location. In the case of Yukatek Maya, that is, without the help of further pointers, only if the verb sufficiently provides a path or change of location, this location can be interpreted as a Goal or Source. Thus, if paths are to be part of our analysis, they may belong to the verb semantics rather than to that of the location expression.

Of course, in our eventual interpretation of the whole utterance the different parts have to be integrated. That is, the location that is specified by the configuration expression needs to be linked to the semantics of the motion verb in some way. Mode expression can be thought of as pointers that facilitate this integration. For example, Goal mode says that its configuration should be linked to the end state (in case of a change of state analysis of motion) or end point (in case of a path analysis) of some motion event. In both options, crucially, mode expressions themselves need not refer to paths.

Note that the above discussion does not mean that motion verbs necessarily involve paths. It could be that the notion of paths is altogether outsourced to the conceptualization part of meaning (cf. Section \[24\]). Probably, this is a language-particular matter. For example, Bohnemeyer \[25\] argues on the basis of examples like the above that in Yukatek Maya, motion is not framed as a moving object traversing a path, but as a discrete location change with respect to single grounds instead. The traversal of a corresponding path is left to implicature. Also if the subject/relatum does not move but the ground is moved instead, change of location verbs, which in English would suggest motion of the subject/relatum, are applicable (cf. \[33\] for similar observations in Japanese). Similarly, if an
object has “beamed” into a ground, one can say that it entered it in Yukatek Maya.

But note the felicitous use of into in combination with the verb beam in the previous sentence. Apparently, in English too we can use Goal (and Source, as will be shown now) expressions in combinations with verbs that express a discrete change of location. Another example, taken from the Wikipedia entry for teleportation, which is arguably a better example as to beam could be said to involve some sort of a path (John Bateman, p.c.), is given in (8):

(8)  Teleportation is a term that refers to a number of theories and notions concerning the transfer of matter from one point to another without traversing the physical space between them, similar to the concept apport, an earlier word used in the context of spiritualism

(consulted on September 9, 2011; emphasis mine, SL)

Whereas a path analysis probably needs to analyze this example in terms of a metaphorical use in which the hypothesized essence of the mode expressions, viz. the path, is ignored, a change of location analysis can straightforwardly account for such uses. Obviously, given the infrequency of this phenomenon in our daily lives, there are not too many examples to illustrate this use and to tell apart metaphorical from standard use. The important point here is the naturalness with which such verbs, if they occur, combine with Source and Goal expressions, suggesting mode does not express paths but rather a discrete change of location.

When we actually do use a metaphor, we highlight a common structure in two different domains. We use something we know about a well-understood domain (the vehicle), to understand something else. Now, if the essence of mode was about paths, we should be able to identify a metaphorical path in non-spatial uses of mode expressions too – assuming that there is a non-arbitrary relation between spatial and non-spatial uses of an item. This is not what we find however, as shown in the following example:

(9)  The traffic light turned from red to green.

Rather than following a continuous path, the transition between red and green in (9) seems to be very discrete. Obviously, if mode is understood as a change of location instead of paths, this non-spatial use is straightforwardly explained as a metaphorical change of location, i.e. from ‘being in a red state’ to ‘being in a green state’. One may argue that (9) is not an example of the metaphorical use of mode expressions, reserving the notion for more creative uses only. The point then still stands, however: A unified semantics for these and spatial motion uses of from and to suggests a discrete rather than continuous ontology.

Finally, another line of reasoning that shows that paths may not be inherent to mode expressions goes as follows. If a path analysis of mode were correct, it should be possible to align an elongated or distributed figure with a mode expression by means of an existential verb. For a path, at least for an atemporal one, it should not matter whether something is covering it at a single moment
in time or whether something is subsequently going through its parts: In both cases, the path is an ordered set of points in space. As examples (10-a,b) show, the use of an existential verb is indeed possible for prepositions that in fact refer to paths, but as evidenced by (10-c,d) this does not hold for the canonical mode distinctions Goal and Source (since intuitions are subtle here, I use examples from my native language Dutch):

(10) a. √De kabel ligt door de sloot. ‘The cable is through the ditch.’
b. √Er ligt zand door de kamer. ‘There is sand through the room’
c. *De kabel ligt de sloot in. ‘The cable is into the ditch.’
d. *Er ligt zand de kamer uit. ‘There is sand from the room.’

Under a location analysis, contrastively, mode expressions that link a location to a subinterval of the event only need a motion verb or at least a context on which a change of location reading can be imposed. This excludes their combination with a stative verb like liggen ‘to lie’ as indeed observed in (10-c,d).

4.4 Conclusion

In this section it was shown that locations rather than paths should be considered as the primitives of mode. Although paths are very likely to play a role in our eventual conceptualization of motion events and may be linguistically encoded by some motion verbs or prepositions indeed, they are probably alien to the ontology of mode. That is, a path interpretation of mode probably follows from the semantic integration of mode expressions in the larger linguistics environment or from the addition of world knowledge to the semantics proper.

5 Discussion

It was argued above that the ontology of mode should be formulated in terms of temporally linked locations, and that paths need not, and probably do not, characterize the mode domain, as the prevalent analysis of mode has it. Configurations, on the contrary, may very well involve paths. In fact, it is hard to think of a different way of analyzing for example the semantics of prepositions such as around or across, which are, in the present proposal, considered to be configurations indeed.

The following examples may serve to illustrate how modes and (path) configurations can be analyzed (using the technicalities of [21] and assuming the strict partial order structure described in Section 3):

(11) a. The boy ran ∅ around the house. locatum motion verb (mode:Place) configuration:around ground
   [run(e, boy) ∧ locate(e, boy, around the house)]
b. The cat came from under the table. locatum motion verb mode:Source configuration:under ground
   [locate(e₁, cat, under the table) ∧ come(e₂, cat)]
c. *The bird flew into the house.*

\[ \text{locatum motion verb mode:Goal&configuration:in ground} \]

\[ \text{[fly}(e_1, \text{bird}) \land \text{locate}(e_2, \text{bird, in the house})] \]

Place mode could either be said to be covertly expressed or the default interpretation in the absence of Source and Goal markers, hence the use of the parentheses in the glossing in (11-a). The formula shows how the location *around the house* in this example is understood as applying throughout the running event. This is contrasted with the Source use of *under* in (11-b). Here, the formula makes explicit the subeventual structure in which a location event precedes one of coming. In (11-c), Goal mode, which can be considered the opposite of Source, is illustrated with the ‘in’ configuration.

Finally, an anonymous reviewer suggests that the difference between the two views opposed in the previous section lies in the assumption on what a path is (which, as said above, is indeed not always made explicit). If a path is taken to be “a position relative to an ordered dimensions that allows the distinction of Source and Goal (and might consist of nothing but an ordered pair of points/positions)”, this too, the reviewer suggests, would explain the above findings and provide a uniform model for all “directional” expressions, including notions such as *around*. Although I am not sure if this idea could indeed account for all observations made here (something that I will leave to the reviewer to demonstrate), I think we maybe should not even try to bring the two together and instead appreciate the possible merits of the view of mode as proposed here, such as its compatibility with both geometrical and functional characterizations of locations, the very strong predictions it makes about the kernel of mode (and hence the straightforward account of it), and the clear distinction between ontological categories (whereas paths sometimes seem to straddle the distinction between “directionality” and configuration, no such confusion is possible here: mode is the link between location and event time).

References


Detecting Events in Video Data
Using a Formal Ontology of Motion Verbs

Tommaso D’Odorico and Brandon Bennett

School of Computing, University of Leeds, Leeds, LS2 9JT, United Kingdom

Abstract. In this paper we formalise an ontology for motion verbs based on classical logic, event calculus, supervaluation and standpoint semantics. We present a theoretical account and a logic-programming implementation of the ontology, which fits within a system aimed at detecting event occurrences in video scenes. Our purpose is to build a bridge between Computer Vision and Knowledge Representation and Reasoning, and to address the issue of concept vagueness in formal ontologies.

1 Introduction

This paper describes an ontological approach for the detection of event occurrences in video scenes. We introduce a formal semantics for vague terms and its implementation ProVision, a logic-programming event detection system. Motivation stems from our intent to tackle the Mind’s Eye Challenge described in Sec.2, a project involving the detection of 48 motion verbs over a large dataset of video scenes. We believe that an ontological approach based on formal definitions is able to semantically characterise motion verbs more comprehensively than machine learning based approaches.

Our research also concerns the general subject of vagueness, introduced in Sec.3. Vague concepts are ubiquitous in natural language, but they prove to be problematic in formal ontologies as the boundary for their applicability is not easy to establish, hence hampering the provision of a clear, classical formal definition.

The specific domain of motion verbs on which we focus our attention is outlined in Sec.2 together with the data available for our experimental section. Our long-term goal is to formalise most of these concepts within an ontology for vague motion verbs, ready for implementation in our event detection system. A preliminary version of this ontology is laid out in Sec.4 with a specific focus on the verbs ‘approach’ and ‘hold’.

In Sec.5 we report some experimental results given by the inferred event occurrences returned by ProVision, which contains an implementation of the ontology. Detection statistics for the verbs ‘approach’ and ‘hold’ are discussed in Sec.6.

* This work has been partially funded by the DARPA Mind’s Eye Program (project VIGIL, W911NF-10-C-0083), whose support is gratefully acknowledged.
2 Application Domain

The interest in the development of a logical formalism for reasoning about vague motion verbs has begun with our involvement in the DARPA Mind’s Eye challenge [8,9], a long-term project aimed at automatically recognising 48 types of actions from video sequences, listed in Table 1.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Arrive</th>
<th>Attach</th>
<th>Bounce</th>
<th>Bury</th>
<th>Carry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catch</td>
<td>Chase</td>
<td>Close</td>
<td>Collide</td>
<td>Dig</td>
<td>Drop</td>
</tr>
<tr>
<td>Enter</td>
<td>Exchange</td>
<td>Exit</td>
<td>Fall</td>
<td>Flee</td>
<td>Fly</td>
</tr>
<tr>
<td>Follow</td>
<td>Get</td>
<td>Give</td>
<td>Go</td>
<td>Hand</td>
<td>Haul</td>
</tr>
<tr>
<td>Have</td>
<td>Hit</td>
<td>Hold</td>
<td>Jump</td>
<td>Kick</td>
<td>Leave</td>
</tr>
<tr>
<td>Lift</td>
<td>Move</td>
<td>Open</td>
<td>Pass</td>
<td>Pick Up</td>
<td>Push</td>
</tr>
<tr>
<td>Put Down</td>
<td>Raise</td>
<td>Receive</td>
<td>Replace</td>
<td>Run</td>
<td>Snatch</td>
</tr>
<tr>
<td>Stop</td>
<td>Take</td>
<td>Throw</td>
<td>Touch</td>
<td>Turn</td>
<td>Walk</td>
</tr>
</tbody>
</table>

DARPA also provided an extensive collection of videos, each of which contain examples of one or more occurrences of actions that can be described by the verbs in Table 1.

The Mind’s Eye challenge is composed of several tasks, mainly recognition, gap filling and anomaly detection. The recognition task, aims at recognising any occurrence of an event within a particular video sequence among the ones listed in Table 1. The gap filling and anomaly detection tasks, outside the scope of the work presented here, respectively aim at inferring event occurrences over the gaps of an incomplete video sequence, and at detecting unconventional or singular occurrences of events.

A number of approaches to the recognition of events from video sequences are based on a combination of Machine Learning and Inductive Logic Programming [12,11,23], where event models are learnt through the analysis of qualitative spatio-temporal relations between objects in the videos.

The approach to the recognition task we are presenting in this paper is based on a formal ontology of motion verbs. The verbs describing the events to be recognised are very particular, and we believe that this fundamentally different approach allows for a greater specification and understanding of each verb’s semantic characteristics, which may not be completely grasped by learning techniques.

Our event detection system ProVision is an implementation of this formal ontology. It is designed as a module of a wider framework for event analysis and detection, whose input is a video and whose output is a high-level description of the events occurring in it. Within this framework, the initial processing of video frames, not described in this paper, is performed by trackers and classifiers that output a structured description of the relevant objects. This description then constitutes ProVision’s input, which starts inferring higher-level predicates.
(defined in the ontology) and produces a list of event occurrences detailing which events occur in each video.

2.1 Source Data

The video sequences which constitute the data for the implementation and evaluation of our formalism have been provided by DARPA as the ‘development’ video dataset. It contains 1302 video sequences in MPEG format, hereafter called vignettes, with a resolution of 1280x720 pixels and variable duration between 5 and 20 seconds. Portrayed subjects are mostly humans, vehicles (cars, bicycles and motorbikes) and other objects (boxes, balls and small items). The scene background is an urban outdoor environment, such as parks and streets. Each vignette file name contains one of the motion verbs listed in Table I and there are between 10 and 30 vignettes per verb.

As mentioned earlier, ProVision does not operate on vignettes directly, but on their annotation. An annotation is an XML file in Viper format containing a structured description of the objects present in each vignette, namely object type (‘person’, ‘vehicle’ or ‘other’) and position of the bounding box covering their shape at each frame. At the moment, we can access two types of annotation files:

- hand-annotated data: this has been produced by several human annotators. Each annotator received a set of vignettes, manually specified the coordinates of each object’s bounding box at each frame and added temporally indexed occurrences of each event from Table I that they believed to be happening in the vignette.

- tracked data: this is generated by trackers and classifier algorithms, implemented by a Vision research group whom we collaborate with. They scan each vignette, detect moving objects and determine bounding boxes’ coordinates and object types.

Some vignette and annotation samples are shown in Fig. II

Hand-annotated data is mostly noise- and error-free whilst tracked data is likely to contain spurious and/or noisy object tracks. The initial development stage of ProVision did not focus on managing such errors and noise in tracked data, hence we chose to test our ontology on hand-annotated data (see Sec. 5). Hand-annotated data also acts as ground truth for evaluation. Ideally, the occurrences returned by ProVision through logical inferences should match the occurrences that human annotators added to the annotation.

2.2 Verb Analysis

Table I includes concepts with varying complexity and difficulty, from simple actions such as Move and Touch, to complex actions such as Exchange and Replace. A brief, informal overview identified some of the semantic properties of interest:

- Speed of actions. Some verbs, for example Flee, Run and Snatch, require formalising the qualitative notion of a fast-paced action.
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(a) Approach  (b) Replace

(c) Flee  (d) Chase

Fig. 1. Vignette samples and tracked objects

- **Trajectories.** There can be ambiguity whether a particular movement trajectory, or part of, can be classified as Fall or Fly. The former suggests a dominant vertical component, the latter a dominant horizontal component (see Fig.2 for an example).

- **Triggers.** An occurrence of Flee may imply the presence of a trigger, which could either be an object performing a corresponding Follow or Chase, or an object representing a ‘danger’.

- **Contact.** Verbs Hit and Collide are very similar in meaning. It appears that distinguishing between the two involves examining how two objects come into contact: the former seems more intentional and through usual or predictable contact parts, whilst the latter suggests a more coincidental occurrence through less usual contact parts.

- **Granularity.** For example, an occurrence of Kick can be subsumed by Hit if some particular level of detail is not available or relevant.

- **Saliency.** Clusters of verbs like Approach, Move and Go, or Have and Hold are similar in meaning, but one of them may be more salient in describing a particular situation.

- **Submeanings.** Some verbs may have different separate sub-meanings: for example Exchange may refer to two agents exchanging position, two agents exchanging one or more objects, or one agent removing an object and replacing it with another.

The above list is by no means exhaustive; in fact, building a formal ontology of motion verbs would require extensive and systematic analysis of the
semantic properties of each verb, also drawing from previous studies in the field of linguistics [24,19]. This analysis would allow us to fully characterise and model each verb within the ontology through the definition of its semantic properties. However, for each verb, most of the semantic properties that characterise its occurrence refer to very specific and fine-grained properties of objects and/or context involved during the occurrence. The problem we face in our domain is that such fine-grained and highly detailed information is not available in the vignette annotations, that constitute the only ground facts on which higher-level semantic properties can be logically inferred.

For example, full characterisation of the verb Approach would be likely to involve reasoning on the relative orientation of two objects approaching each other. However, in practice, the relative orientation of an object can only be guessed by examining the changes in the position of its bounding box over a time interval. Similarly, differentiating the characterisation of Hit and Kick would involve understanding which body parts are involved when two people get into contact, which is a too fine-grained property for its inference from the bounding boxes position to be completely reliable.

This observation directed us to characterise motion verbs through the definition of mid-level properties effectively inferrable from the data available to us, rather than achieving their semantically exhaustive characterisation. In other words, our ontology is more aimed at distinguishing between each verb rather than at fully characterising them.

Some properties between objects that will be relevant to our characterisation will be likely to suggest the integration of other formalisms within our ontology, such as Region Connection Calculus [21] for the analysis of two objects’ relative positioning, and Qualitative Trajectory Calculus [25] for the analysis of objects’ trajectories.

3 Issues in Event Classification

There are several issues around the task of event detection and classification. For our ontological approach, we will mainly concentrate on uncertainty, vagueness, context and saliency.

3.1 Uncertainty

As described in the previous section, the input for our detection system is constituted by vignette annotations. Vignette annotations carry a varying degree
of uncertainty, particularly high in tracked data, as it is very unlikely that such representation mirrors the amount and complexity of the information that a human eye may gather from watching the vignette. The main issues in regards to our application are:

- **Errors and noise.** An object within a vignette may have an inaccurate representation in the annotation. For example, a frequent issue is the shrinking or disappearance of the bounding box around an object becoming partially or totally occluded by another object. Spurious tracks are an undesirable common feature of tracked data.

- **Missing objects.** There are a number of annotations in which relevant active objects are missing from the annotation. This is problematic when having to infer a predicate involving such objects.

- **Background.** Scene background and most objects not at the scene focus are not reported in the annotation. This can ease processing logical inferences as input data is simpler, but can also toughen interpretation of vague concepts, as such background information may provide evidence to resolve ambiguities.

- **Granularity.** Annotation data is coarse as, for each object and vignette frame, only its bounding box position is available. This is not sufficient for verb characterisations that require detailed knowledge about an object’s properties, for example the position of the limbs for events such as Hold, PickUp or Kick.

- **Three-dimensional representation.** Every position is specified by a rectangle, of which only its top-left coordinates, width and height are known. The absence of a coordinate along the z-axis is problematic for all those vignettes in which objects move away or towards the camera.

### 3.2 Vagueness

A major obstacle to interpreting real world events in terms of natural language vocabulary is vagueness. Vagueness is essentially a linguistic phenomenon which manifests itself when one attempts to formally define certain words and concepts from natural language. It is different from uncertainty: the issues outlined in the previous section arise from limited, insufficient or imprecise knowledge, whereas vagueness has to do with a lack of clear and precise criteria for the applicability of concepts. A comprehensive overview of the origins, nature and characteristics of vagueness is provided in [1,2,14,16,26].

Vagueness may arise from several classes of natural language terms. The most relevant for our domain are: **spatial prepositions** (e.g. near, far, beside, close...); **adjectives** (e.g. tall, short, big, small, fast, slow...); **verbs** themselves (e.g. approach, chase, exchange...) and **nouns** (e.g. group, hill, river...).

A common flavour of vagueness is **Sorites Vagueness** [11], witnessed everytime the applicability boundary of a concept is blurred, and depends on one or more **observable properties** showing continuous variations among the sample on which the concept is applicable. Setting an **applicability threshold** on the values of said
observables would establish a crisp applicability boundary, thus attaining a complete disambiguation. The problem lies on the fact that, typically, identifying the relevant observable properties and the most appropriate thresholds is not straightforward.

A classic example is the paradox of the heap of sand \[^{20}\text{[26]}\], where we are faced with determining what constitutes a heap. Common sense would suggest that, by removing a grain from a heap of sand, one would still be left with a heap. The reiteration of this process though would classify a single grain of sand as a heap, fact that is against common sense. To set things clear, one may then choose to disambiguate the term ‘heap’ by setting a threshold defining ‘heap’ as ‘a group of \(n \geq 10^4\) grains of sand’. Unfortunately, the result is that, for example, a group of \(10^4 - 1\) grains of sand would then be unfairly classified as ‘not a heap’.

This problem affects the formalisation of our ontology, especially when qualitative concepts are involved. For example, we may want to infer ‘\(a\) is arriving at \(b\)’ if \(a\) is moving towards \(b\) and \(a\) is near \(b\). This generates the sub-problem of having to define the qualitative predicate near. Fig. 3 shows an example where, given object \(x\), we want to determine for which \(t \in \{a, b, c, d_1, \ldots, d_6\}\) the predicate \(\text{near}(t, x)\) holds. The shaded area around \(x\) represents the ‘blur’ in the validity of near. A precise version of the vague concept near can be attained by choosing a threshold equal to a fixed distance from \(x\), corresponding to the dashed circle in Fig. 3(a). This would cause the undesired effect where \(\text{near}(d_6, x)\) would hold whilst \(\text{near}(d_1, x)\) would not, despite \(d_1\) and \(d_6\) (and all the other points in between) being in close proximity.

In Fig. 3(b) we show a different example where \(a, b, x\) and \(c\) represent towns on a map, with a long chain of mountains between \(x\) and \(c\). A precisification of near as in the example above would cause \(\text{near}(c, x)\) to hold, but not \(\text{near}(a, x)\). Somehow, this is counterintuitive because, despite \(c\)’s shorter linear distance from \(x\), knowledge about the geographical feature would suggest that, on a practical level, \(a\) is nearer to \(x\) than \(c\).

![Fig. 3. Defining near](image_url)
3.3 Saliency

Some observed situations can be described by multiple concepts. Often, these concepts present similar and possibly ambiguous meanings, showing variations in strength or granularity (for example, pairs of verbs such as Hit and Kick or Follow and Chase). Also, some events may be overshadowed by more relevant ones happening at the same time. For example, a vignette may show two vehicles approaching in the background, and a person hitting another person in the foreground. In this situation, most would agree that the occurrence of Hit is more salient than the occurrence of Approach.

Humans can naturally judge saliency of event occurrences and this is particularly prominent in our hand-annotated data. The data in fact shows marked under-reporting of low-salience events, such as the example above. This proves to be a problem particularly for the evaluation of our system’s performance; an event occurrence correctly inferred by ProVision may still be classified as a false positive if such an event is under-reported in the hand-annotated data due to saliency issues (see Sec. 6).

4 Ontology

Our ontology builds upon Event Calculus \cite{17,22} and Versatile Event Logic (VEL) \cite{5}, formalisms designed to reason about actions and events within logic. Given an ordered set of time points $T = (T, <)$, the calculus expresses that fluent $f$ holds at a particular time point $t \in T$ with the construct $\text{HoldsAt}(f, t)$.

4.1 Logical Formalism

The vocabulary of our logical language can be specified by the tuple:

$$\mathcal{V} = \langle T, \mathcal{I}, \mathcal{O}, \mathcal{O}_t, \mathcal{B}, \mathcal{F}, \mathcal{E}, \Sigma \rangle$$

where:

- $T$ is the set of ordered time points (e.g. $T = \{t_1, t_2 \ldots \}$);
- $\mathcal{I}$ is the set of time intervals (e.g. $i = [t_1, t_2]$);
- $\mathcal{O}$ is the set of objects (event participants);
- $\mathcal{O}_t$ is the set of object types (e.g. $\mathcal{O}_t = \{\text{person, vehicle, bicycle} \ldots \}$);
- $\mathcal{B}$ is a set of rectangular Bounding Boxes encircling objects (a generic $b \in \mathcal{B}$ is of the form $b = \langle x, y, w, h \rangle$, where $(x, y)$ is the coordinate of the top-left corner of the rectangle and $w$ and $h$ are, respectively, its width and height);
- $\mathcal{F}$ is a set of fluents (see Sec. 4.2);
- $\mathcal{E}$ is the set of event-types;
- $\Sigma$ is the set of event-tokens.
We also introduce expressions to manipulate the entities listed above:

- \( b(i, t) \) if and only if \( t \) is the initial time point of interval \( i \);
- \( e(i, t) \) if and only if \( t \) is the terminating time point of interval \( i \);
- \( i' \subset i \) if and only if interval \( i' \) is a proper subset of \( i \);
- \( \text{dur}(i, \delta) \) if and only if \( \delta \) is the duration of interval \( i \);
- \( t_1 \leq t_2 \) if and only if \( t_1 = t_2 \) or \( t_1 < t_2 \), according to \( T \) ordering function;
- \( \text{type}(o, \sigma_t) \) if and only if \( \sigma_t \in \Sigma \) is the type of \( o \in \mathcal{O} \);
- \( \text{bbox}(b, x), \text{bbox}(b, y), \text{bbox}(w, b), \text{bbox}(h, b, h) \) are true if and only if \( x, y, w \) and \( h \) are respectively the x-coordinate, y-coordinate, width and height of bounding box \( b \in \mathcal{B} \);
- \( \text{HoldsAt}(\text{bbox}(o, b), t) \) is true if and only if \( b \in \mathcal{B} \) is the bounding box representing the position of object \( o \in \mathcal{O} \) at time point \( t \);
- \( \text{EventType}(\sigma, e) \) is true if and only if event token \( \sigma \in \Sigma \) is of type \( e \in \mathcal{E} \).
- \( \text{HoldsAt}(\text{pos}(o, o_x, o_y), t) \) is true if and only if point \( (o_x, o_y) \) represents the position of object \( o \in \mathcal{O} \) at time point \( t \) (definable in several ways, most commonly \( (o_x, o_y) \) is defined as the centroid of the object’s bounding box);
- \( \text{edist}(o_x, o_y, p_x, p_y) \) is a function calculating the euclidean distance between points \( (o_x, o_y) \) and \( (p_x, p_y) \);
- \( \text{HoldsAt}(\text{dist}(o_1, o_2, d), t) \) is true if and only if \( d \) is the distance between \( o_1 \) and \( o_2 \) at time point \( t \) (definable through \( \text{pos} \) and an appropriate distance measure such as \( \text{edist} \)).

### 4.2 Fluents, Processes, Event-Types and Event-Tokens

Vocabulary \( \mathcal{V} \) allows for two types of time-dependent formal expressions: propositional expressions whose validity can be stated over time (fluents) and expressions referring to temporal entities that occur over some interval (events).

A fluent’s truth-value may be established at single time points. Fluents describe either a state that may hold or not hold, or a process that may be active or inactive at each time point. Given fluent \( f \) and notation \( \text{HoldsAt}(f, t) \), it is possible to define \( \text{HoldsOver}(f, i) \) to express the validity of \( f \) over the interval \( i = [t_1, t_2] \in \mathcal{I} \):

\[
\text{HoldsOver}(f, [t_1, t_2]) \equiv \forall t \left( (t_1 \leq t \leq t_2) \rightarrow \text{HoldsAt}(f, t) \right)
\]

If \( \text{HoldsOver}(f, [t_1, t_2]) \) is true for some \( t_1, t_2 \), from the definition above it follows that \( \text{HoldsOver}(f, [t_i, t_j]) \) is also true, for every \( [t_i, t_j] \subseteq [t_1, t_2] \). A predicate holding only on the largest interval is \( \text{HoldsOn}(f, i) \), which is true if and only if \( i \) is the greatest continuous temporal interval over which \( f \) is true, i.e. there does not exist \( i' \supseteq i \) such that \( \text{HoldsOn}(f, i') \):

\[
\text{HoldsOn}(f, [t_1, t_2]) \equiv \text{HoldsOver}(f, [t_1, t_2]) \land \\
\land \exists t_1' \quad [t_1' < t_1 \land \forall t' \left( t_1' < t' < t_1 \rightarrow \neg \text{HoldsAt}(f, t') \right)] \land \\
\land \exists t_2' \quad [t_2 < t_2' \land \forall t' \left( t_2 < t' < t_2' \rightarrow \neg \text{HoldsAt}(f, t') \right)]
\]
An event represents a complex action and we distinguish between event-types and event-tokens \( \mathcal{E} \). An event-type \( e \in \mathcal{E} \) is associated with a set of episodes of a particular event, for example: ‘John approaches Mary’, formalised as \( \text{Approach}(\text{John}, \text{Mary}) \). An event-token \( \sigma \in \Sigma \) constitutes an occurrence of a particular event-type over a temporal interval. To express the occurrence of event type \( e \in \mathcal{E} \) over time interval \( i \in \mathcal{I} \) we introduce the construct \( \text{Occurs}(e, i) \). The definition of an event occurrence often involves specifying a particular sequence of fluents or sub-events that has to hold for the event to occur.

For clarity of notation in the formulae to follow, event predicates are capitalised as in \( \text{Approach} \), whilst fluents are lowercase as in \( \text{approaching} \).

### 4.3 Precisifications

In order to provide for the disambiguation of vague concepts, we enrich our language with some ideas from Supervaluation Semantics \[13,15\], though a few other approaches to vagueness in logics can be found in the literature, such as the Egg-Yolk model \[7\] or the more popular Fuzzy Logic \[27\].

The theoretical account of supervaluationism states that a formula may admit multiple models, each obtainable via an assignment of referents to terms and truth-values to predicates. Such an assignment is called a precisification, and allows to obtain a precise interpretation of a vague term. The advantage of supervaluationism over multi-valued logics, such as Fuzzy Logic, is the preservation of classical logic inference rules.

Standpoint semantics \[3,4,6\] is an elaboration of supervaluation semantics where the precisification is explicitly embedded in the language syntax. In Section \ref{section:ont}, we argued that most vague concepts can be disambiguated by identifying an applicability threshold for some observable property relevant to the concept. For example: \( \text{near}(a, b) \) could be made precise by specifying a threshold on the distance between \( a \) and \( b \). In standpoint semantics, formal definitions of vague terms are parameterised with these thresholds thus becoming fully precise, as the following sample definition of \( \text{near} \) shows:

\[
\text{HoldsAt}(\text{near}[\delta](a, b), t) \equiv \text{HoldsAt}(\text{dist}(a, b, x), t) \land x < \delta
\]  

(3)

Following this idea, some of the definitions in the following sections have been parameterised with thresholds specifying the applicability of predicates, with a particular choice of thresholds forming a precisification. This approach proves particularly useful when testing the system, since the values inside a precisification will have to be fine-tuned to yield maximum accuracy. We also believe that this method allows for future reasoning on thresholds themselves and automatic optimisation of precisifications, even though this extension lies outside the scope of this paper.

### 4.4 Occurrence Smoothing

Testing the implementation of this ontology on video annotations is likely to produce isolated or interrupted inferences of event occurrences, due to the experimental nature of the data. In this section we introduce temporal-indexing
constructs that extend the truth value of a particular predicate over small temporal gaps of a long occurrence span, and falsify isolated occurrences, likely to be spurious. The idea is illustrated in Fig. 4. These constructs are parameterised with thresholds $\delta_m$ and $\delta_f$ that fine-tune the merging and filtering of events.

The first stage, corresponding to the transition between Fig. 4(a) and 4(b), is given by the new constructs $\text{HoldsAtM}$ and $\text{OccursM}$. The former establishes that fluent $f$ holds at time points part of an interval $[t_1, t_2]$ smaller than threshold $\delta_m$ where fluent $f$ holds at both $t_1$ and $t_2$. The latter joins separate occurrences of a single event-type separated by an interval smaller than $\delta_m$:

$$\text{HoldsAtM}[\delta_m](f, t) \equiv \exists t_1, t_2[t_1 \leq t \leq t_2 \wedge \text{HoldsAt}(f, t_1) \wedge \text{HoldsAt}(f, t_2) \wedge \text{dur}([t_1, t_2], \delta) \wedge \delta < \delta_m]$$

(4)

$$\text{OccursM}(e, [t_s, t_e]) \equiv \text{Occurs}(e, [t_s, t_e]) \lor \exists t_1, t_2, \delta[(t_s < t_1 < t_2 < t_e) \wedge \text{Occurs}(e, [t_s, t_1]) \wedge \text{Occurs}(e, [t_2, t_e]) \wedge \text{dur}([t_1, t_2], \delta) \wedge \delta < \delta_m]$$

(5)

The second stage, corresponding to the transition between Fig. 4(b) and 4(c), considers the occurrences resulting from the ‘merge’ stage, as defined above, and filters isolated occurrences of very little duration. This is achieved by the two predicates $\text{HoldsAtF}$ and $\text{OccursF}$ that hold only if the fluent (resp. event-type) holds (resp. occurs) on an interval with duration greater than $\delta_f$:

$$\text{HoldsAtF}[\delta_f](f, t) \equiv \exists t_1, t_2, \delta [t_1 \leq t \leq t_2 \wedge \text{dur}([t_1, t_2], \delta) \wedge \delta > \delta_f \wedge \forall t'[t_1 \leq t' \leq t_2] \rightarrow \text{HoldsAtM}(f, t')]$$

(6)
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The constructs \texttt{HoldsOverM}, \texttt{HoldsOnM}, \texttt{HoldsOverF} and \texttt{HoldsOnF} can be easily defined by adjusting the definitions in (1) and (2).

\section{The Verb Approach}

Let us consider two objects \(o_1, o_2 \in \mathcal{O}\) moving in space over the interval \([t_s, t_e]\). Fig. 5 shows some possible positions for \(o_1\) and \(o_2\) at \(t_s\) and \(t_e\). An average observer would most likely assert the following:

\begin{itemize}
  \item In Fig. 5(a), \(o_1\) is approaching \(o_2\), but \(o_2\) is not approaching \(o_1\) as \(o_2\) is moving in the opposite direction;
  \item In Fig. 5(b), despite \(o_1\) moving towards \(o_2\), \(o_1\) is not approaching \(o_2\) as their distance does not decrease;
  \item In Fig. 5(c), \(o_1\) is approaching \(o_2\) and \(o_2\) is approaching \(o_1\) as they are both actively moving towards each other, and their distance decreases as well;
  \item In Fig. 5(d), clearly neither \(o_1\) is approaching \(o_2\) nor \(o_2\) is approaching \(o_1\) as they are heading towards opposite directions.
\end{itemize}

This is a simplification of the relative movement for two generic objects in space and does not take into account further semantic properties that may be relevant. This is in line with the methodology outlined in Sec. 2.2.

We define the occurrence of event-type \texttt{Approach} and fluent \texttt{approaching} through the fluents \texttt{getCloser} and \texttt{moveTowards}:

\begin{align*}
\text{Occurs}(\text{Approach}(o_1, o_2), [t_s, t_e]) & \equiv \text{HoldsOn}(\text{approaching}(o_1, o_2), [t_s, t_e]) \quad (8) \\
\text{HoldsAt}(\text{approaching}(o_1, o_2), t) & \equiv \text{HoldsAt}(\text{moveTowards}(o_1, o_2), t) \land \text{HoldsAt}(\text{getCloser}(o_1, o_2), t) \quad (9)
\end{align*}
The fluent \texttt{getCloser} holds at time point \( t \) if and only if the distance between two objects \( o_1, o_2 \in \mathcal{O} \) over an interval surrounding \( t \) monotonically decreases:

\[
\text{HoldsAt}(\text{getCloser}(o_1, o_2), t) \equiv \\
\exists t_s, t_e, [(t_s < t < t_e) \land \forall t', t''[(t_s \leq t' < t'' \leq t_e) \rightarrow \exists d', d''][
\text{HoldsAt}(\text{dist}(o_1, o_2, d'), t') \land 
\text{HoldsAt}(\text{dist}(o_1, o_2, d''), t'') \land 
\text{d}' < \text{d}'']\\]
\]

(10)

The fluent \texttt{moveTowards} holds at time point \( t \) if and only if the distance between \( o_1 \) and the start point of \( o_2 \) monotonically decreases over an interval surrounding \( t \):

\[
\text{HoldsAt}(\text{moveTowards}(o_1, o_2), t) \equiv \exists t_s, t_e, x_2, y_2[(t_s < t < t_e) \land \\
\text{HoldsAt}(\text{pos}(o_2, x_2, y_2), t_s) \land \forall t', t'\prime[(t_s \leq t' < t' \prime \leq t_e) \rightarrow \exists d', d'\prime][
\text{HoldsAt}(\text{pos}(o_1, x_1, y_1), t) \land 
\text{HoldsAt}(\text{pos}(o_1, x_1\prime, y_1\prime), t') \land 
\text{HoldsAt}(\text{pos}(o_1, x_1\prime, y_1\prime), t'\prime) \land 
\text{edist}(x_1, y_1, x_2, y_2) = d' \land \text{edist}(x_1\prime, y_1\prime, x_2, y_2) = d'\prime \land d' < d'\prime]\\]
\]

(11)

The definitions above can be parameterised as mentioned in Sec. 4.3. We introduce thresholds \( T_w \), representing the \textit{detection window} over which the validity of a particular predicate is tested, and \( T_s \), representing the minimum speed at which objects must be moving (particularly useful to prune erroneously inferred occurrences due to minimal object movement likely to be caused by noisy data):

\[
\text{HoldsAt}(\text{getCloser}[T_w, T_s](o_1, o_2), t) \equiv \exists t_s, t_e, d_s, d_e, \delta [(t_s < t < t_e) \land \\
\text{dur}([t_s, t], T_w) \land \text{dur}([t, t_e], T_w) \land \text{HoldsAt}(\text{dist}(o_1, o_2, d_s), t_s) \land \\
\text{HoldsAt}(\text{dist}(o_1, o_2, d_e), t_e) \land \text{dur}([t_s, t_e], \delta) \land \frac{d_s - d_e}{\delta} > T_s\\]
\]

(12)

\[
\text{HoldsAt}(\text{moveTowards}[T_w, T_s](o_1, o_2), t) \equiv \exists t_s, t_e, x_1, y_1, x_2, y_2, d_s, d_e, \delta [(t_s < t < t_e) \land \\
\text{dur}([t_s, t], T_w) \land \text{dur}([t, t_e], T_w) \land \text{dur}([t_s, t_e], \delta) \land 
\text{HoldsAt}(\text{pos}(o_1, x_1, y_1), t_e) \land 
\text{HoldsAt}(\text{pos}(o_2, x_2, y_2), t_s) \land 
\text{HoldsAt}(\text{dist}(o_1, o_2, d_s), t_s) \land \text{edist}(x_1, y_1, x_2, y_2) = d_e \land \frac{d_s - d_e}{\delta} > T_s\\]
\]

(13)

\[
\text{HoldsAt}(\text{approaching}[\text{win}, s](o_1, o_2), t) \equiv \\
\text{HoldsAt}(\text{moveTowards}[\text{win}, s](o_1, o_2), t) \land \\
\text{HoldsAt}(\text{getCloser}[\text{win}, s](o_1, o_2), t)\\
\]

(14)

4.6 The Verb Hold

The meaning of \texttt{Hold} in our context is that a person is carrying or supporting an object with his/her hands, and the position of the person is mostly stationary. In
our domain, given objects $o_1, o_2 \in \mathcal{O}$, we can intuitively define that $\text{Hold}(o_1, o_2)$ holds at time point $t$ if $o_1$ is of type ‘Person’, $o_2$ is of type ‘Other’ and object $o_2$ is within $o_1$’s range and in contact with $o_1$’s hands.

However, given the nature of the available data (see Sec.2.1), the position of $o_1$’s hands cannot be extracted easily, hence we have to resort to a simplification of the above intuitive definition. The following definitions are parameterised according to the thresholds $T_h, B_h, L_w, R_w$ and $Tol$ which have values between 0 and 1, and are used to infer $o_2$’s positioning relative to $o_1$. We define event-type $\text{Hold}$ and fluent $\text{hold}$ through the fluent $\text{holdingPosition}$:

$$\text{Occurs}(\text{Hold}[T_h, B_h, L_w, R_w, Tol](o_1, o_2), [t_s, t_e]) \equiv$$

$$\text{HoldsOn}(\text{hold}[T_h, B_h, L_w, R_w, Tol](o_1, o_2), [t_s, t_e])$$

$$\text{HoldsAt}(\text{hold}[T_h, B_h, L_w, R_w, Tol](o_1, o_2), t) \equiv$$

$$\text{type}(o_1, \text{person}) \land \text{type}(o_2, \text{other}) \land$$

$$\land \text{HoldsAt}(\text{holdingPosition}[T_h, B_h, L_w, R_w, Tol](o_1, o_2), t)$$

The fluent $\text{holdingPosition}(o_1, o_2)$ holds at time point $t$ if and only if the bounding boxes of $o_1$ and $o_2$ are positioned a way suggesting that $o_2$ is in contact and within reach of $o_1$. Thresholds $T_h$ and $B_h$ constrain uppermost and lowermost position of $o_2$’s box with respect to the height of $o_1$, likewise $L_w$ and $R_w$ constrain the leftmost and rightmost position of $o_2$ with respect to the width of $o_1$. Threshold $Tol$ stretches the above constraints according to the size of $o_2$.

$$\text{HoldsAt}(\text{holdingPosition}[T_h, B_h, L_w, R_w, Tol](o_1, o_2), t) \equiv$$

$$\text{HoldsAt}(bbox(o_1, b_1), t) \land \text{HoldsAt}(bbox(o_2, b_2), t) \land$$

$$\land box_x(b_1, x_1) \land box_y(b_1, y_1) \land box_w(b_1, w_1) \land box_h(b_1, h_1), \land$$

$$\land box_x(b_2, x_2) \land box_y(b_2, y_2) \land box_w(b_2, w_2) \land box_h(b_2, h_2), \land$$

$$\land [(y_2 + h_2) - (y_1 + B_h h_1)] < Tol \cdot h_2 \land$$

$$\land [(y_1 + T_h h_1) - y_2] < Tol \cdot h_2 \land$$

$$\land [(x_1 + L_w w_1) - x_2] < Tol \cdot w_2 \land$$

$$\land [(x_2 + w_2) - (x_1 + R_w w_1)] < Tol \cdot w_2$$

### 5 Experimental Results

The event detection system ProVision is a Prolog implementation of the ontology outlined in the previous section. ProVision produces event inferences by grounding initial base predicates with the information extracted from the annotation files. Its performance is measured through the comparison of the inferred event occurrences with the event occurrences in the hand-annotated data (see Sec.2). After running the event inference on a particular vignette, each frame $f$ is placed in one of the following sets:
– $TP$ (True Positives): if $f$ is within the span of an inferred event occurrence also in the ground truth;
– $FP$ (False Positives): if $f$ is within the span of an inferred event occurrence not in the ground truth;
– $TN$ (True Negative): if no inferred event occurrences nor occurrences in the ground truth involve $f$;
– $FN$ (False Negative): if $f$ is within the span of a ground truth occurrence but ProVision produced no inferred occurrence involving $f$.

At the end of the statistic calculation, each set is such that $|TP| + |FP| + |TN| + |FN| = T$ where $T$ is the total number of frames in the vignette. The measures of Precision, Recall, F-value, MCC (Matthews Correlation Coefficient) and occurrence rates $TP\%$, $FP\%$, $TN\%$, $FN\%$ are calculated:

$$\begin{align*}
\text{Prec} &= \frac{|TP|}{|TP| + |FP|} \\
\text{Rec} &= \frac{|TP|}{|TP| + |FN|} \\
\text{Fvalue} &= 2 \cdot \frac{\text{Prec} \cdot \text{Rec}}{\text{Prec} + \text{Rec}} \\
\text{MCC} &= \frac{(|TP| \cdot |TN|) - (|FP| \cdot |FN|)}{\sqrt{(|TP| + |FP|)(|TP| + |FN|)(|TN| + |FP|)(|TN| + |FN|)}}
\end{align*}$$

$$\begin{align*}
TP\% &= \frac{|TP_i|}{|TP_i| + |FN_i|} \\
FP\% &= \frac{|FP_i|}{|TN_i| + |FP_i|} \\
TN\% &= \frac{|TN_i|}{|TN_i| + |FP_i|} \\
FN\% &= \frac{|FN_i|}{|TP_i| + |FN_i|}
\end{align*}$$

The values for Prec and Rec are set to 1 if the denominator is 0. Values for Prec and Rec range between 0 and 1, whilst values for MCC range between $-1$ and 1.

An overall system accuracy figure for the detection of verb $v$ over a set of $n$ vignettes is obtained by summing the values $TP$, $FP$, $TN$ and $FN$ obtained for each vignette, thus calculating the number of true/false positives/negatives for the recognition of verb $v$ across the set. The statistic measures above are then computed on these total values.

### 5.1 Sample Statistics and Baseline Accuracy

Tracked data tends to abound with error and noise; the detection tests discussed in this section have been carried out on hand-annotated data, as ProVision is not yet fully capable of managing tracked data effectively.

Tests on verbs Approach and Hold have been run on two sets of vignettes:

– Whole set. This set contains all 1302 vignettes in the development dataset.
– Restricted set. This set contains only the vignettes whose hand-annotated annotation file reports an occurrence of the event being tested.

Sample statistics detailing the frequency of occurrence of the verbs in question are shown in Table 2, where, for each verb and set, the total number of frames
Table 2. Sample statistics

<table>
<thead>
<tr>
<th>Verb</th>
<th>Set</th>
<th>Vignettes</th>
<th>Frames</th>
<th>Positives</th>
<th>Negatives</th>
<th>PosRate</th>
<th>NegRate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approach</td>
<td>Whole</td>
<td>1302</td>
<td>595,110</td>
<td>5,254</td>
<td>589,856</td>
<td>0.88 %</td>
<td>99.12 %</td>
</tr>
<tr>
<td>Approach</td>
<td>Restricted</td>
<td>70</td>
<td>33,340</td>
<td>5,254</td>
<td>28,086</td>
<td>15.76 %</td>
<td>84.24 %</td>
</tr>
<tr>
<td>Hold</td>
<td>Whole</td>
<td>1302</td>
<td>595,110</td>
<td>26,034</td>
<td>569,076</td>
<td>4.37 %</td>
<td>95.63 %</td>
</tr>
<tr>
<td>Hold</td>
<td>Restricted</td>
<td>98</td>
<td>42,682</td>
<td>26,034</td>
<td>16,648</td>
<td>61.00 %</td>
<td>39.00 %</td>
</tr>
</tbody>
</table>

across the vignettes, the number of Positive and Negative frames (i.e. the frames within or outside the span of a hand-annotated occurrence of the verb) and their occurrence rates PosRate and NegRate are reported.

Baseline detection accuracy statistics reported in Table 3 have been calculated by implementing three very simple baseline detection algorithms:

- All algorithm. \textbf{Approach}(o_1, o_2) holds at every frame with two distinct objects \(o_1\) and \(o_2\). \textbf{Hold}(o_1, o_2) holds at every frame with two objects \(o_1\) and \(o_2\).
- Some algorithm. \textbf{Approach}(o_1, o_2) holds at every frame with two distinct objects \(o_1\) and \(o_2\) and where \(o_1\) is moving. \textbf{Hold}(o_1, o_2) holds at every frame with two distinct objects \(o_1\) and \(o_2\) and where \(o_1\) is of type ‘Person’ and \(o_2\) of type ‘Other’.
- None algorithm. \textbf{Approach}(o_1, o_2) and \textbf{Hold}(o_1, o_2) never hold at any frame.

5.2 Detection Results

The detection tests on verbs \textbf{Approach} and \textbf{Hold} have been run several times in order to test precisifications yielding the best results. A precisification \(P\) specifies the following thresholds:

\[
P = [T_w, T_s, T_h, B_h, L_w, R_w, Tol, \delta_m, \delta_f]\]

where thresholds \(T_w\) and \(T_s\) specify detection window and minimum speed for detecting \textbf{Approach} (see Sec. 4.3), thresholds \(T_h, B_h, L_w, R_w\) and \(Tol\) specify object positioning constraints for detecting \textbf{Hold} (see Sec. 4.6) and thresholds \(\delta_m\) and \(\delta_f\) specify how to perform occurrence smoothing (see Sec. 4.4).

Experimental results are reported in Table 4 which reports \textbf{Approach} detection results for increasing values of threshold \(\delta_f\), and Table 5 which reports \textbf{Hold} detection results showing precisifications yielding maximum value for the underlined statistic.

ROC curve graphs showing the overall detection accuracy over different precisifications are shown in Fig. 6. Each dot on the graph represents a couple of \(TP\%\) and \(FP\%\) values associated with the event detection results for a specific choice of thresholds. In general, precisifications yielding high \(TP\%\) values have the undesirable effect of yielding high \(FP\%\) values too; figures showing point concentrations skewed towards topmost and leftmost areas of the graph denote algorithms with good overall performances.
Table 3. Baseline accuracy

<table>
<thead>
<tr>
<th>Verb</th>
<th>Set</th>
<th>Bl</th>
<th>Prec</th>
<th>Rec</th>
<th>Fv</th>
<th>MCC</th>
<th>TP%</th>
<th>FP%</th>
<th>TN%</th>
<th>FN%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approach</td>
<td>W</td>
<td>A</td>
<td>0.010</td>
<td>0.969</td>
<td>0.020</td>
<td>0.028</td>
<td>96.90</td>
<td>86.69</td>
<td>13.32</td>
<td>3.10</td>
</tr>
<tr>
<td>Approach</td>
<td>W</td>
<td>S</td>
<td>0.016</td>
<td>0.917</td>
<td>0.031</td>
<td>0.077</td>
<td>91.74</td>
<td>50.36</td>
<td>49.64</td>
<td>8.26</td>
</tr>
<tr>
<td>Approach</td>
<td>W</td>
<td>N</td>
<td>1.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Approach</td>
<td>R</td>
<td>A</td>
<td>0.159</td>
<td>0.969</td>
<td>0.273</td>
<td>0.023</td>
<td>96.90</td>
<td>95.61</td>
<td>4.39</td>
<td>3.10</td>
</tr>
<tr>
<td>Approach</td>
<td>R</td>
<td>S</td>
<td>0.280</td>
<td>0.917</td>
<td>0.429</td>
<td>0.347</td>
<td>91.74</td>
<td>44.16</td>
<td>55.84</td>
<td>8.26</td>
</tr>
<tr>
<td>Approach</td>
<td>R</td>
<td>N</td>
<td>1.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Hold</td>
<td>W</td>
<td>A</td>
<td>0.044</td>
<td>1.000</td>
<td>0.084</td>
<td>0.012</td>
<td>100.00</td>
<td>99.68</td>
<td>0.32</td>
<td>0.00</td>
</tr>
<tr>
<td>Hold</td>
<td>W</td>
<td>S</td>
<td>0.068</td>
<td>0.750</td>
<td>0.125</td>
<td>0.116</td>
<td>75.01</td>
<td>46.71</td>
<td>53.29</td>
<td>24.99</td>
</tr>
<tr>
<td>Hold</td>
<td>W</td>
<td>N</td>
<td>1.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Hold</td>
<td>R</td>
<td>A</td>
<td>0.610</td>
<td>1.000</td>
<td>0.758</td>
<td>0.000</td>
<td>100.00</td>
<td>100.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Hold</td>
<td>R</td>
<td>S</td>
<td>0.605</td>
<td>0.750</td>
<td>0.670</td>
<td>−0.019</td>
<td>75.01</td>
<td>76.65</td>
<td>23.35</td>
<td>24.99</td>
</tr>
<tr>
<td>Hold</td>
<td>R</td>
<td>N</td>
<td>1.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Bl: baseline algorithm (All, Some or None); Set: vignette set (Whole or Restricted).

Table 4. Approach Detection Results

<table>
<thead>
<tr>
<th>Set</th>
<th>Tw</th>
<th>Ts</th>
<th>δm</th>
<th>δf</th>
<th>Prec</th>
<th>Rec</th>
<th>Fv</th>
<th>Mcc</th>
<th>TP%</th>
<th>FP%</th>
<th>TN%</th>
<th>FN%</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>10</td>
<td>0.2</td>
<td>15</td>
<td>30</td>
<td>0.042</td>
<td>0.673</td>
<td>0.079</td>
<td>0.144</td>
<td>67.26</td>
<td>13.64</td>
<td>86.36</td>
<td>32.74</td>
</tr>
<tr>
<td>W</td>
<td>10</td>
<td>0.2</td>
<td>15</td>
<td>40</td>
<td>0.047</td>
<td>0.625</td>
<td>0.087</td>
<td>0.149</td>
<td>62.50</td>
<td>11.30</td>
<td>88.70</td>
<td>37.50</td>
</tr>
<tr>
<td>W</td>
<td>10</td>
<td>0.2</td>
<td>15</td>
<td>50</td>
<td>0.052</td>
<td>0.575</td>
<td>0.096</td>
<td>0.152</td>
<td>57.46</td>
<td>9.27</td>
<td>90.73</td>
<td>42.54</td>
</tr>
<tr>
<td>W</td>
<td>10</td>
<td>0.2</td>
<td>15</td>
<td>60</td>
<td>0.057</td>
<td>0.524</td>
<td>0.103</td>
<td>0.153</td>
<td>52.38</td>
<td>7.69</td>
<td>92.31</td>
<td>47.62</td>
</tr>
<tr>
<td>W</td>
<td>10</td>
<td>0.2</td>
<td>15</td>
<td>70</td>
<td>0.060</td>
<td>0.459</td>
<td>0.106</td>
<td>0.147</td>
<td>45.89</td>
<td>6.45</td>
<td>93.55</td>
<td>54.11</td>
</tr>
<tr>
<td>W</td>
<td>10</td>
<td>0.2</td>
<td>15</td>
<td>80</td>
<td>0.062</td>
<td>0.417</td>
<td>0.108</td>
<td>0.143</td>
<td>41.66</td>
<td>5.59</td>
<td>94.41</td>
<td>58.34</td>
</tr>
<tr>
<td>R</td>
<td>10</td>
<td>0.2</td>
<td>15</td>
<td>30</td>
<td>0.506</td>
<td>0.673</td>
<td>0.578</td>
<td>0.492</td>
<td>67.26</td>
<td>12.27</td>
<td>87.73</td>
<td>32.74</td>
</tr>
<tr>
<td>R</td>
<td>10</td>
<td>0.2</td>
<td>15</td>
<td>40</td>
<td>0.507</td>
<td>0.625</td>
<td>0.560</td>
<td>0.471</td>
<td>62.51</td>
<td>11.37</td>
<td>88.63</td>
<td>37.50</td>
</tr>
<tr>
<td>R</td>
<td>10</td>
<td>0.2</td>
<td>15</td>
<td>50</td>
<td>0.513</td>
<td>0.575</td>
<td>0.542</td>
<td>0.452</td>
<td>57.46</td>
<td>10.19</td>
<td>89.81</td>
<td>42.54</td>
</tr>
<tr>
<td>R</td>
<td>10</td>
<td>0.2</td>
<td>15</td>
<td>60</td>
<td>0.520</td>
<td>0.524</td>
<td>0.522</td>
<td>0.432</td>
<td>52.38</td>
<td>9.03</td>
<td>90.97</td>
<td>47.62</td>
</tr>
<tr>
<td>R</td>
<td>10</td>
<td>0.2</td>
<td>15</td>
<td>70</td>
<td>0.520</td>
<td>0.459</td>
<td>0.488</td>
<td>0.400</td>
<td>45.89</td>
<td>7.93</td>
<td>92.07</td>
<td>54.11</td>
</tr>
<tr>
<td>R</td>
<td>10</td>
<td>0.2</td>
<td>15</td>
<td>80</td>
<td>0.505</td>
<td>0.417</td>
<td>0.457</td>
<td>0.369</td>
<td>41.66</td>
<td>7.64</td>
<td>92.36</td>
<td>58.34</td>
</tr>
</tbody>
</table>

Table 5. Hold Detection Results

<table>
<thead>
<tr>
<th>Set</th>
<th>Th</th>
<th>Bh</th>
<th>Lw</th>
<th>Tol</th>
<th>Prec</th>
<th>Rec</th>
<th>Fv</th>
<th>Mcc</th>
<th>TP%</th>
<th>FP%</th>
<th>TN%</th>
<th>FN%</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>0.25</td>
<td>0.85</td>
<td>−0.1</td>
<td>0.2</td>
<td>0.153</td>
<td>0.415</td>
<td>0.224</td>
<td>0.196</td>
<td>41.47</td>
<td>10.50</td>
<td>89.50</td>
<td>58.53</td>
</tr>
<tr>
<td>W</td>
<td>0.25</td>
<td>1.15</td>
<td>−0.5</td>
<td>0.3</td>
<td>0.096</td>
<td>0.653</td>
<td>0.167</td>
<td>0.166</td>
<td>65.30</td>
<td>28.16</td>
<td>71.84</td>
<td>34.70</td>
</tr>
<tr>
<td>W</td>
<td>0.25</td>
<td>0.85</td>
<td>−0.1</td>
<td>0.3</td>
<td>0.145</td>
<td>0.537</td>
<td>0.228</td>
<td>0.217</td>
<td>53.71</td>
<td>14.52</td>
<td>85.48</td>
<td>46.30</td>
</tr>
<tr>
<td>W</td>
<td>0.25</td>
<td>0.85</td>
<td>−0.25</td>
<td>0.3</td>
<td>0.142</td>
<td>0.582</td>
<td>0.228</td>
<td>0.225</td>
<td>58.17</td>
<td>16.07</td>
<td>83.93</td>
<td>41.83</td>
</tr>
<tr>
<td>R</td>
<td>0.35</td>
<td>0.85</td>
<td>−0.1</td>
<td>0.3</td>
<td>0.830</td>
<td>0.357</td>
<td>0.499</td>
<td>0.269</td>
<td>35.69</td>
<td>11.40</td>
<td>88.60</td>
<td>64.31</td>
</tr>
<tr>
<td>R</td>
<td>0.25</td>
<td>1.15</td>
<td>−0.5</td>
<td>0.3</td>
<td>0.727</td>
<td>0.653</td>
<td>0.688</td>
<td>0.264</td>
<td>65.30</td>
<td>38.33</td>
<td>61.67</td>
<td>34.70</td>
</tr>
<tr>
<td>R</td>
<td>0.25</td>
<td>1.00</td>
<td>−0.5</td>
<td>0.3</td>
<td>0.740</td>
<td>0.652</td>
<td>0.693</td>
<td>0.287</td>
<td>65.23</td>
<td>35.85</td>
<td>64.15</td>
<td>34.77</td>
</tr>
<tr>
<td>R</td>
<td>0.25</td>
<td>0.85</td>
<td>−0.25</td>
<td>0.3</td>
<td>0.811</td>
<td>0.582</td>
<td>0.678</td>
<td>0.363</td>
<td>58.17</td>
<td>21.25</td>
<td>78.75</td>
<td>41.83</td>
</tr>
</tbody>
</table>
Discussion and Further Work

The results illustrated in Sec. 5.2 show that ProVision managed to detect 67.26% of true positive frames (against 12.27% of false positives) for the verb Approach and 65.30% of true positive frames (against 38.33% of false positives) for Hold across the restricted set of vignettes. These detection rates yield Precision and Recall figures of 0.506 and 0.673 for Approach and 0.727 and 0.653 for Hold.

When the whole set of vignettes is considered, true and false positives rates do not show significant variations, while Precision and MCC figures decrease sensibly. This is due to the distribution of event occurrences in hand-annotated data shown in Table 2. In fact, occurrences of Approach and Hold only involve 0.88% and 4.37% of frames respectively. Given this occurrence rate, even small FP% values yield high a high number of false positives, hence the rapid deterioration of Precision, MCC and Fv values.

After careful examination of the vignettes, we believe that sample statistics for Approach are affected by under-reporting and/or inconsistent reporting of the event in hand-annotated data. We have observed several examples in which human annotators did not report occurrences of Approach in situations where more salient and semantically richer events dominate the scene foreground. An easy but time-consuming solution to this problem would be to proceed with vignette re-annotation, ensuring consistent and uniform reporting of events. A more interesting but decidedly challenging approach would involve incorporating a method to establish event saliency within the ontology. This capability would have ProVision discarding event occurrences deemed not salient, thus resembling the behaviour of a generic human annotator.

Not surprisingly, the verb Hold is not affected by under-reporting to the same extent of Approach. The high false positives detection rate is rather caused by
the fact that an occurrence of Hold is inherently more difficult to detect when only the position of two objects’ bounding boxes is given, hence the relatively high number of cases where two objects’ relative positioning is mistaken for an occurrence of Hold.

Especially for Approach, most false negatives are associated to particularly difficult instances, or vignettes in which objects move along the z-axis (i.e. the direction towards the camera). We believe this issue is pervasive and of foremost importance, and are currently working towards a solution that infers the z-coordinate by observing changes in the height of the bounding boxes.

The strength of our approach is given by the capability of an ontology to integrate a detailed semantic characterisation of concepts, and to allow for immediate augmentation of detection capabilities by enriching the ontology with additional definitions. The issues affecting ProVision, which represents the ontology application, are mainly due to the difficulty of establishing whether particular concepts hold when examining real data. In fact, an ontology may specify many detailed semantic characteristics of a concept; however, manifestations of many of these characteristics may be extremely challenging to detect on real coarse-grained data, as our research demonstrates.
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1 Introduction

Recently the locksmith, asked to exchange our garage door lock, wondered if our garage had a number. I had no idea. Getting there, he immediately spotted the small black digit above the door. Should I be embarrassed about my ignorance? I don't think so. My selective attention may be extreme, yet there is a common and systematic principle behind the disparity in visual perception between the locksmith and myself. For the locksmith, the number was relevant as he wished to be able to identify the correct door for purposes of documentation and communication. For me, it had not been relevant in a decade of using the garage for its storage function.

We may not be aware of it, but spatial environments are immensely complex. At a fine level of detail, it is possible in any situation to discern multiple types of perceivable (and often nameable) elements, such as different colors of pavement stones, sizes of streets or houses and their doors and windows, types of trees and flowers or grass, and so on indefinitely. Additionally there are multiple sources of dynamic distractions, such as cars and trains and pedestrians, dogs and birds, planes, ants, and mosquitoes, plus inanimate movable objects such as leaves, dirt and dust; furthermore a multitude of auditory and olfactory impressions. Given the immense complexity of perceptually available information, then, how do humans manage to feel at ease, and find their way around, in spatial environments?

Many theories and models have been put forward to explain human conceptions of space as well as navigation and wayfinding behavior. My claim in this paper is that one conceptual element is implicitly common to all of them, although it is rarely placed in the center of attention in scientific discourse. I will argue that one of the
main factors driving human cognition, in space just as in any other domain, is relevance – i.e., the "relation to the matter at hand". Relevance helps explaining why we attend to some spatial elements at some times but to others at other times, why we are not constantly overwhelmed by the sheer overload of information surrounding us in our everyday lives, and also how we manage to produce a concise yet helpful route description to complete strangers on the street.

Relevance is a relative concept. Perceptual information is never relevant per se. It may be salient in contrast to other objects and types of information available; in fact, relevance and salience can be viewed as two major complementary guiding principles of human cognition (Tenbrink & Röhrbein, in prep.), related to the basic dichotomy of top-down vs. bottom-up cognitive processes (Anderson, 2000). While salience relies on distinctiveness relative to (perceptual or conceptual) context, relevance relies on purpose. Without a purpose in a particular activity context there can be no relevance. In order to grasp the influence of relevance on our spatial conceptions, it is therefore of substantial interest to get a clear idea of the purposes according to which we organize our daily lives (Hirtle, Timpf, & Tenbrink, 2011), and which structure our spatial environments (Couclelis, 2009). In this paper I will highlight the role of relevance for one small fraction of possible everyday purposes within the context of spatial navigation, namely situations in which we wish to find our way to another location. I will outline how the context and purpose of a route description affects the ways in which the route is described, drawing on evidence from theoretical work on route navigation as well as recent empirical findings on the specific linguistic choices that speakers take from the generic network of options available to them (cf. Tenbrink & Freksa, 2009). To set the stage, the next section will sketch the recognized role of relevance in cognitive science with respect to communication and perception.

2 The Notion of Relevance in Cognitive Science Theory

Following long-standing traditions in philosophy and psychology, relevance is generally recognized (or at least implicitly understood) in cognitive science as a guiding principle for human cognition (e.g., Mandler, 1985; Fauconnier & Turner, 2002; Ericsson et al., 2006). For example, for skill acquisition it is essential to encode relevant information in such a way that new related situations can be handled appropriately by efficient association processes (Ericsson & Kintsch, 1995); experts are able to retrieve a large body of relevant information whenever needed without overloading the capacities of short term memory. Humans consciously focus on, and prefer, relevant information for a purpose at hand; practice activities that are seen as highly relevant are enjoyable and involve a high amount of concentration (Starkes et al., 1996). Emotions such as anxiety are guided by personal relevance (MacLeod and Rutherford, 1992), just as well as attention processes (Mandler, 1985). In the following, I outline the role of relevance for communication and perception before turning to wayfinding more specifically.

2.1 Relevance in Communication

Since Grice (1975) postulated his famous conversational maxims, relevance has been widely acknowledged as a central principle underlying the interpretation of language use. The most developed approach spelling out what relevance means for communication was put forward by Sperber & Wilson (1986). In a nutshell, their Relevance Theory is aptly summarized in the following two quotes taken from a handbook chapter (Wilson & Sperber, 2002:607f.):

"The central claim of relevance theory is that the expectations of relevance raised by an utterance are precise enough, and predictable enough, to guide the hearer towards the speaker's meaning."

"Intuitively, an input (a sight, a sound, an utterance, a memory) is relevant to an individual when it connects with background information he has available to yield conclusions that matter to him: say, by answering a question he had in mind, improving his knowledge on a certain topic, settling a doubt, confirming a suspicion, or correcting a mistaken impression. In relevance-theoretic terms, an input is relevant to an individual when its processing in a context of available assumptions yields a positive cognitive effect. A positive cognitive effect is a worthwhile difference to the individual's representation of the world – a true conclusion, for example."

In other words, how an utterance is interpreted depends decisively on the relevance expectations of the listener, which in turn depend on the listener's background knowledge and needs, leading to changes toward an improved (cognitive) state of information. Following this account, all communication is related to relevance in this sense. Language production is constrained by the speaker's assumptions of relevance for the listener; likewise, a meaningful interpretation of utterances is impossible without a discourse context that guides the listener's expectations of relevance. Listeners expect speakers to produce utterances that are somehow relevant, and this expectation constrains utterance interpretation. Relevance expectations may, under certain circumstances, be as trivial as the filling-in of awkward silences in a small talk dinner party situation. Depending on the current discourse context, utterance 1 below can be interpreted in various ways so as to communicate any of the discourse inferences listed as (a) through (d), and many others.

1. This forest is really beautiful.
   (a) How about going for a walk there?
   (b) This part of the painting is particularly beautiful.
   (c) Everything else is detestable around here.
   (d) I would like to change the topic.

Another implication for communicative interpretation is that relevance emerges through contrast. Self-evident information is typically not perceived as relevant, as it does not yield any kind of "positive cognitive effect" in Wilson & Sperber's (2002) terms; it does not convey any communicative contribution (unless it conveys something else, e.g., on an emotional or interpersonal level). On a factual level, utterances become relevant by contrast to that which could have been the case, i.e., the difference at stake (Nemo, 1999). Thus, utterance 2 below "represents both the
fact that he is alive and the fact that this might (strongly) not have been the case. Consequently, the utterance can represent only a moment when something has happened (an accident, a heart attack, an assassination attempt, etc...)” (Nemo, 1999).

2. Bill Clinton is alive.

Language has a number of ways to make differences at stake salient to the listener (Talmy, 2007), supporting their expectations of relevance. Language provides a systemic network of options for communicating meaning at any given time (Halliday, 1985; Tenbrink & Freksa, 2009; Bateman et al., 2010). To emphasize the most relevant part, typically the focus is on the new information (Halliday, 1985), setting it apart from the rest of the message. Thus, utterance 3 can establish a relevant contrast to a number of alternatives as outlined in (a) through (d):

3. The ball is under the table.
   (e) The ball rather than the book is under the table.
   (f) The ball (still) is under the table, as it should be.
   (g) The ball is under, not on the table.
   (h) The ball is under the table, not under the chair.

Insights such as these have been examined for various purposes, including grammatical accounts (Halliday, 1985), computational approaches to discourse (Grosz & Sidner, 1986), and accounts of the interplay of language and vision (Henderson & Ferreira, 2004; Holsanova, 2008). For instance, perceptual aspects and functional relevance guide the speakers’ attention towards particular features of a situation, leading to the preference for certain spatial expressions rather than others (Regier, Carlson, & Corrigan, 2005). Complementarily, the same preposition may be understood to refer to different spatial aspects according to what is perceived as relevant (or perceptually salient) in a situation (Herskovits, 1986). Therefore, the inferences and conclusions that a spatial description lead to will depend on the current purposes and the associated information requirements. The next section will examine the role of relevance for visual perception more directly.

2.2 Relevance in Perception

Like the interpretation of language, human perception is guided by relevance in a given situation context (Fecteau & Munoz, 2006; Henderson et al., 2009). The cognitive processes involved are variously described in terms of selective looking (Neisser & Becklen, 1975), attention focus (Ward et al., 1996; Navalpakkam & Itti, 2005), contextual priming (Torralba, 2003), and top-down mechanisms guiding perception. Top-down mechanisms are seen as opposed to bottom-up mechanisms that involve processing and comprehending the available sensory input, driven by relative salience (Mannan, Ruddock, & Wooding, 1997; Reinagel & Zador, 1999; Vecera & Behrmann, 2001; Henderson, 2003; Rebhan et al., 2008). These two kinds of mechanisms work in tandem to reconcile the multiplicity of perceptually available information with the expectations, needs, and purposes of the perceiver.
Bottom-up mechanisms are stimulus-based; in visual perception, properties of the perceived scene can guide the viewer's eye movements towards locations that are in some sense distinct from their environment. Similar processes have been proposed for auditory perception as well (Kayser et al., 2005).

Top-down mechanisms relate to the scenario context or task purpose, often (to some extent) consciously, as when drivers purposefully check the rearview mirror at the margin of their visual field periodically. However, the principle does not hinge on conscious awareness. Judging spatial relationships subtly guides attention towards particular parts of a depicted scene (Franconeri et al., in press). Recognizing a scene as a whole can invoke generic schema knowledge that supports the identification of individual objects (Henderson, 2003). The mechanism helps to fill in perceptual gaps in meaningful ways, for example when identifying partly occluded or blurred objects within a given visual context (Oliva & Torralba, 2007; Lee & Ban, 2008). In spite of such effects, the main locus of conceived relevance remains in the perceiver. This stands in contrast to linguistic communication as outlined above, where language interpretation (by the perceiver) is guided by the expectation of relevance contributed by the speaker. Scenes, in contrast, do not voluntarily communicate relevant content for the benefit of the perceiver.

While the term relevance itself is not often invoked in the literature on visual perception, the concept nevertheless corresponds to the basic idea underlying these various approaches and terminologies. The scenario context guides the perceiver towards certain aspects of the situation that are more important than others, given the perceiver's situation-specific relevance expectations. This implies that other aspects are easily "overlooked", escaping the perceiver's attention – like the digit above the garage door. Incidentally, magicians use this principle to trick their audience into believing in just those fantastic appearances that would otherwise not be deemed believable. Scientifically, the phenomenon of change blindness fascinates researchers (Rensink, O'Regan, & Clark, 1997); even fairly salient changes can be ignored under certain circumstances, such as the replacement of a person during a route direction dialogue (Simons & Levin, 1998). Furthermore, the principle explains why people asked to describe a perceived scene or event often systematically share particular patterns of description (Lynch, 1960; Zacks et al., 2007; Le Yaouanc, Saux, & Claramunt, 2010): they share attentional focus and knowledge about functional structures, and are therefore likely to describe just those aspects that are perceived as relevant for current task purposes.

Since relevance also guides visual attention when interpreting geographic maps and displays of street networks (Fabrikant & Goldsberry, 2005), it has been proposed as a principle that should be used in the design of visual representations, so as to avoid cognitive load on the part of the viewer (Kosslyn, 2006). This corresponds to the notion of data-ink ratio proposed by Tufte (2001). Minimizing information that is essentially irrelevant to a task, for instance by simplifying design aspects (or selecting them systematically, see Bertel, Freksa, & Vrachliotis, 2004), can enhance learning processes substantially (Sweller, 2005). Accordingly, Hegarty (2011:464) notes that restricting the visually presented information in a display to the relevant aspects "relieves the user of the need to maintain a detailed representation of this information"
in working memory, whereas presenting too much information in the display leads to visual clutter or distraction by irrelevant information." This has interesting implications for the evaluation of spatial descriptions or maps in relation to human spatial cognition. The topic of wayfinding is addressed in the next section.

3 Relevance and Wayfinding

Given the overwhelming multiplicity of perceptual information available in real world environments, how do we single out what we need for finding our way? Again, one decisive factor is relevance. While this factor is sometimes mentioned in passing (as in some of the quotes cited below), it generally rather seems to be implicitly taken for granted in the wayfinding literature. As Wilson & Sperber (2002) point out, "human cognition tends to be geared to the maximisation of relevance" – it is in our nature to spot any elements that can be supportive in achieving our current goals. Typically, the cognitive processes pertinent for goals such as reaching spatial locations are examined in terms of wayfinding strategies (Golledge, 1997; Dabbs et al., 1998; Hochmair & Frank, 2002; Wiener et al., 2004; Hölscher et al., 2009). In order to find an efficient solution to a given navigation task, humans often focus on particular aspects of the environment, such as the angle of the initial direction or the familiarity of a region, rather than computing optimal paths from all of the available spatial information. In the exploration of new environments, humans aim to maximize information gain (Zetzsche, Wolter, & Schill, 2008).

As Allen (1999) spells out in much detail, there are huge individual differences in the ability to employ suitable cognitive strategies for challenging wayfinding tasks. This is due to the fact that different skills are relevant for different tasks, such as visualization (mental imagery), mental rotation, orientation, memory, and attention. Generally, repetition and experience help to activate "expectations that enhance the salience of certain types of information" (Allen 1999:69). In other words, people become more sensitive to relevant spatial elements in the environment with practice. Moreover, humans differ in their ability to develop an adequate cognitive map from the spatial information accumulated over time. The term cognitive map, which goes back to Tolman (1948), refers to a knowledge structure that represents information about spatial relationships in such a way as to allow for inferences and generalizations, particularly for wayfinding purposes (Golledge, 1987). In order for spatial elements to be cognitively represented, it is important that they are relevant for behavioral purposes (Sholl, 1996:157): "a cognitive map or survey representation of a spatial layout codes (...) relations (...) among behaviorally relevant landmarks". This implies flexibility for diverse behavioral purposes; "the point of a cognitive map is to represent a great deal of information in a flexible format with an economy of effort" (Allen, 1999:72). Enhanced flexibility allows wayfinders to use the information stored in their cognitive map for different task purposes (Chown et al., 1995), implying different degrees of relevance of various types of information according to task.
With respect to depictions of spatial environments in the form of maps, Schmid (2008) proposes to adapt the information provided in small displays to the previous knowledge of the user; in this way, irrelevant information can be considerably reduced. Furthermore, maps should ideally represent the type of information that is needed by humans for various wayfinding tasks, similar to the idealized features of cognitive maps. Stea, Blaut, and Stephens (1996:355) point out that such a focus on cognitively relevant information may to some extent involve distortion of the actual features and relationships in the real world: "To communicate, maps maximise relevant information, or presentation of spatial information in the most relevant form. To do this, mapmakers 'distort'." Indeed, distortions of spatial relationships have long been known to be integral features of cognitive maps (e.g., Tversky, 1992), indicating that metrically accurate representations may not always be optimally supportive or cognitively adequate.

Since graphic representations such as maps are (typically) static, their flexibility for different task purposes is necessarily restricted, forcing the user to attend to potentially irrelevant information (Meilinger & Knauff, 2008). Language is more adaptive in this regard. As Couclelis (1996:135) puts it, route directions "can be assumed to be based on a model, in the direction-giver's mind, of relevant aspects of the environment. Central to that mental model is a cognitive route-planning task, based on some combination of re-experiencing, remembering, and inferencing. The information necessary and sufficient to answer the query must be extracted from that model". Thus, not only do route directions depend on the desriber's cognitive representation, but they are also geared towards the expectations and necessities for the precise wayfinding goal at hand. The next section will address the impact of these issues on particular features of route descriptions according to task context.

4 Relevance in the Communication of Routes

There is a large body of literature on features of linguistic route descriptions, examined for various purposes (e.g., Klein, 1979; Taylor & Tversky, 1992; Couclelis, 1996; Denis, 1997; Lovelace, Hegarty, & Montello, 1999; Tversky & Lee, 1999; Allen, 2000; Gryl, Moulin, & Kettani, 2002; Klippel, 2003; Daniel & Denis, 2004; Tenbrink & Winter, 2009; Hölscher, Tenbrink, & Wiener, 2011). The bulk of this work centers on a single standard scenario, namely that of the stranger on the street asking how to get to another location in the same city. Although deviations from this scenario are sometimes addressed and easily conceivable, e.g., asking about two alternative paths, more than one goal, long-distance or within-building navigation, or asking a friend rather than a stranger, the standard scenario appears to be the unquestioned default interpretation for the notion of route directions. From this body of work, it is possible to derive a number of generalized conclusions about the nature of such descriptions. Route descriptions include a number of standard conceptual elements that appear to be generally relevant for the purpose of route finding, but may vary in some ways according to features of the situation that lead to different degrees of relevance. They are linguistically underspecified
and representationally incomplete, due to the perceived irrelevance of some aspects. Finally, they reflect the perceived relevance of certain non-spatial factors. The following subsections will address these features in more detail.

4.1 Standard Description Elements

Central elements of route descriptions that are frequently mentioned in the literature (cited above) include the following (independent of the scenario):

- starting point and destination, including deictic elements like from here, street names, buildings, and other location references, such as to the central station;
- intermediate decision points, typically references to intersections; these may have a particular (nameable) structure, such as at the T-crossing;
- route segments, such as paths, streets, and hallways; e.g., along Main Street. Paths are segmented via decision points and can be chunked, combining several decision points;
- actions and movement directions, e.g., walk, head, go for straight paths, and follow for curved paths;
- reorientations (at decision points) with schematized directions and angles, e.g., turn right. Typically directions are expressed using projective terms such as left and right; depending on culture, compass directions such as north and south may also come into play;
- landmarks, located either at decision points such as turn left at the church, or along the route for confirmation, as in you will pass a grocery store;
- regions and areas, such as downtown or the park;
- distances, typically qualitative rather than quantitative and spatial as well as temporal, e.g., after a little while, a short road, about 200 meters.

Similar basic elements can be found in sketch maps drawn by humans asked to depict a route (Tversky & Lee, 1999), and they also resemble the information provided in aspect maps (Barkowsky & Freksa, 1997). It can be concluded that these elements constitute the basic conceptual building blocks used by humans to formulate route descriptions. These are the elements that humans find relevant for the particular cognitive task of wayfinding. In fact, we are used to these basic elements to such an extent that we hardly notice how much is actually left out, considering the perceptual and informational richness of real spatial environments, or how else a route description could be formulated in theory. Thus, the following answer to a question like "How do I get to the train station?" would not be considered acceptable under normal circumstances:

4. You first rotate your body, then walk 23 steps, then move for five minutes in the direction in which the ducks usually fly. You listen to the sound of the trains, wait for the correct moment and then go 42 steps on the staircase downwards.
Information typically left out includes precise quantitative measures of angles and distances, specific features of buildings and regions, dynamic elements such as pedestrians, traffic, and animals or moving objects, weather information, quality and material of streets, paths, and neighboring fences, and so on. In part, such information is not feasible for route directions since it is subject to frequent change. As Talmy (2000:184) pointed out, in spatial descriptions “the Figure is a moving or conceptually movable entity whose site, path, or orientation is conceived as a variable the particular value of which is the relevant issue. The Ground is a reference entity, one that has a stationary setting relative to a reference frame, with respect to which the Figure's site, path, or orientation is characterized.” Route directions are no exception. The wayfinder is a movable entity, whose path is described by reference to static entities. Dynamic entities are rarely relevant for route descriptions because they are not reliable over time. However, exceptions are conceivable: if a route giver perceives a car that is about to turn into just the street that the wayfinder is looking for, this may be used as a reference.

Furthermore, route elements can only be mentioned if they are available to the describer. Precise quantitative measures typically do not enter route descriptions because they are not perceptually available to humans. Changes in the distributional pattern of spatial elements can sometimes be traced back to differences in spatial expertise (Tenbrink, Bergmann, & Konieczny, 2011). Some types of information, though available in theory, rarely seem to be sufficiently relevant for any wayfinding task. For instance, the number of windows in houses adjacent to the route may be conceptually simple to assess, just as the material of street surfaces or types of trees along the street. Such information only comes into play exceptionally, for instance if these features are the only ones (or particularly salient ones) available to discriminate spatial locations from others, or if the route description is formulated with a particular task purpose in mind that transcends the spatial need of finding the way to a target.

A comparison with automatically generated route directions, such as those provided by web services, revealed that the basic cognitive route elements, which seem so self-evident to humans, are only to a limited extent reflected by such systems (Tenbrink & Winter, 2009). System-generated descriptions necessarily rely on the information available in databases, which primarily provide quantitative data such as exact distances, but hardly any references to landmarks or regions (Hansen, Richter, & Klippel, 2006). Accordingly, it remains a major challenge for route information systems to provide cognitively adequate route descriptions (Cuayáhuítl et al., 2010; Mast, Jian, & Zhekova, 2012). Complementarily, humans expect that a system as the receiver of a route description has specific requirements, which usually leads to simpler and less varied spatial instructions in comparison to human addressees (Tenbrink et al., 2010). In particular, while humans addressing other humans variously refer to goal and landmark locations, turn directions, and segments of the route, humans addressing a system stick to an extremely simple route instruction scheme that is based almost entirely on movement and turn directions such as right and straight on. Furthermore, while human-human dialogues are characterized by negotiation and switches between route and survey perspectives, humans addressing a system use the route perspective much more consistently.
4.2 Patterns of Variability

Although linguistic route directions formulated by humans for human wayfinders systematically rely on the above-mentioned repertory of basic route elements, these route descriptions are obviously not invariable. Different task requirements lead to different expectations on the part of the wayfinder and so variability in route descriptions can often be traced back to relevance for a given task. Most crucially, relevance affects the level of granularity with which particular elements are described. Addressing information needs in relation to the spatial situation as well as order effects, Tenbrink & Winter (2009) found that route directions changed substantially in length and degree of detail. For instance, in their data, the same situation was described in the two ways shown in examples 5 and 6, reflecting striking differences in granularity.

5. Dem Straßenverlauf ca. 200m folgen, auf der linken Seite befinden sich eine Turnhalle und die Haupt/Realschule, gegenüber ist das Gymnasium Ganderkesee mit einem Parkplatz, den Parkplatz bis zum Ende hochgehen.
   [Follow the road for approx. 200m, on the left hand side there is a gym and the junior high school, and on the opposite side there is the Gymnasium Ganderkesee (a secondary school) with a parking place, walk up the parking place until its end.]

   [Straight on, at the end to the right.]

Systematic granularity differences were also identified by Hölscher et al. (2011), who compared route descriptions formulated for an imagined stranger in town with plans for one's own future route. Although the relative distribution of route elements (e.g., amount of landmarks mentioned relative to references to action) remained stable, strangers received additional details that were deemed relevant to find their way in the unknown environment. At the same time, the route choices also differed; strangers received simpler routes containing fewer turn changes, indicating that route givers took memorizability into account as a relevant factor.

A reanalysis of the data collected in the study by Hölscher et al. (2011) furthermore revealed interesting differences with respect to the verbalization of the same intersections (Tenbrink, Hölscher, & Wiener, 2008), depending on their function and relevance within the route context (cf. Klippel, 2003). If an intersection serves as a decision point with an associated turning action, it is more important to provide details than if it is merely a structural feature along a straight path, because a wayfinder who needs to change direction should identify the intersection unambiguously. Example 7 illustrates a description with a direction change, and example 8 shows a description without a direction change at that same intersection.

   [If you walk always straight on from here, you will at some time get to the Kaiser-Joseph street. A street full of shops, where there are also trams. Now turn right at that street, and keep walking.]
These examples illustrate a number of patterns. In our data, references to intersections with decision points (such as example 7) contained direct mention of the intersection reliably more often; in example 8, the intersection is only implied in terms of one of the three "pedestrian lights" that indicate the crossing of streets. They also more often contained references to buildings such as shops and generally a higher number of spatial details. Furthermore, the associated verbs differed systematically, as seen in the examples where the verbs abbiegen [turn], kommen [come], and weiter laufen [keep walking] are opposed to the verbs folgen [follow] and passieren [pass]. Finally, the mention of new directions such as right systematically indicated change, whereas references to intersections without direction change often did not involve any mention of directions at all. Along these lines, the functional relevance of a particular intersection within a route description leads to systematic linguistic differences.

The relevance of elements of route descriptions is furthermore affected by the perspective available to the wayfinder (Hund, Haney, & Seanor, 2008). Information about left and right directions as well as landmarks were found to be more relevant for people driving through a town, while compass directions were more relevant for people looking at a map. Differences in the features of route descriptions such as these systematically affect their interpretation by the wayfinder. For example, survey and route descriptions vary with respect to the cognitive map that can be derived from a linguistic representation (Taylor & Tversky, 1992). The following subsection highlights further implications and challenges involved in interpreting route descriptions.

### 4.3 Gaps in Spatial Meanings

While route descriptions exhibit systematic patterns with respect to granularity, even the most detailed linguistic description will never be a complete representation of spatial reality. On the one hand, as we have seen, reality is too complex and contains changing and irrelevant details. On the other hand, language as such is never fully complete with respect to the meanings expressed. Carston (2002:19f.) captured this idea in terms of her *underdeterminacy hypothesis*:

"Linguistic meaning underdetermines what is said. (...) What is meant by this is that the linguistic semantics of the utterance, that is, the meaning encoded in the linguistic expressions used, the relatively stable meanings in a linguistic system, meanings which are widely shared across a community of users of the system, underdetermines the proposition expressed (what is said). The hearer has to undertake processes of pragmatic inference in order to work out not only what the speaker is implicating but also what proposition she is directly expressing."

In other words, there are two levels of inferences that the receiver of a linguistic message needs to address. On the one hand, an utterance may convey pragmatic
meanings that can only be inferred from context, as in cases of irony, sarcasm, humor, indirect requests such as "It is cold in here" intended to mean: "Shut the window", and other types of conversational implicatures (Grice, 1975). On the other hand, more pertinent to route descriptions, there is the general fact of linguistic underspecification that, as Carston (2002) claims, necessitates context-based inference processes already when interpreting the directly expressed meaning. To take a simple example, adjectives like small are inherently relational, indicating a relation to something else that needs to be inferred from the context (Freksa, 1980). A small elephant is much larger than even a large mouse, because elephants (and mice) have certain standard sizes in comparison to which a particular exemplar might be small (or large). This is just one of the many ways in which language use invokes nonlinguistic knowledge, tightly interwoven with context. Carston (2002) claims that linguistic underdeterminacy is an essential feature of language, i.e., there are no "eternal sentences" at all; context always plays a decisive role for interpreting language in use.

Again, the conceptual element that resolves these issues is relevance. Following Sperber & Wilson (1986, see subsection 2.1 above), Carston (2002:83) describes how relevance makes communication possible despite the ubiquitous underdeterminacy of language in use: "The pragmatic inferential capacity, whose specific domain is utterances and other communicative acts, employs a particular interpretive strategy, distinct from that of the more general capacity of mental state attribution, and warranted by the presumption of optimal relevance that is automatically conveyed by such stimuli." According to a recent argument, ambiguity and underspecification actually enhance communication rather than hampering it, since efficient linguistic units can be re-used and interpreted effortlessly according to context (Piantadosi, Tily, & Gibson, 2012). It seems that the impact of relevance on our interpretive capacities cannot be overestimated in this regard.

Route descriptions are no exception; underspecification is an essential feature of any spatial message. Consider the following example:


[Straight on through the Colombi street, until its end. Cross the street. Then walk along left, straight on until the large street. There across the traffic light.]

Utterance 9, chosen randomly from our corpus (Hölscher et al., 2011), is completely typical in its mention of spatial elements and representation format, and thus may well be perceived as unambiguous and sufficiently specified. However, at a closer look, at least the following questions may sensibly be asked:

- **geradeaus [straight on]:** in which direction is the wayfinder supposed to walk? Is it the direction they are currently heading – or the route giver? Is it the direction in which they were walking before? At least, there should be an accompanying gesture (or meaningful glance) that clarifies this. Bauer et al. (2009) identified this kind of underspecification as a serious issue that needed to be specifically operationalized in human-robot interaction.
- Where exactly is the Colombi street? Pragmatic inference may suggest that this is the very road where the speakers are located – but this is not part of the utterance.
• *links lang laufen* [walk along left]: Does this mean *turn left*, or rather *walk along on the left hand side of the street*? If a turning action is intended, does this mean walking into a different street? In which angle; would this mean 90° exactly? Klippel et al. (2004) addressed the latter issue by categorizing the underlying route direction concepts based on empirical evidence.

• Is there only one *large street*? How large is it? Since *large* is a relational adjective, a substantial amount of world knowledge is needed to interpret this reference.

• Which *traffic light* is being referred to? Is there only one traffic light – in which area? In which direction should the wayfinder cross this particular location?

Some of these issues may seem trivial, due to the fact that the route description adheres to normal conventions that lead to standard inferences, such as interpreting *large* as *larger than the previously walked street* or *larger than average*, *left* as a particular (extended) area on the lefthand region of the wayfinder, and so on. Moreover, the describer obviously expects the wayfinder to recognize the relevant spatial locations upon encountering them in the real world, which warrants the use of the definite article in references such as *the large street* and *the traffic light*. Along these lines, the underspecification can be resolved by the context of the route description. The description will be interpreted as conveying precisely those pieces of information that are relevant to make the correct navigation decisions at these locations. The extent to which this is sufficient for wayfinding will be the main factor determining the quality of the route description as perceived by the wayfinder.

### 4.4 Relevance of Non-spatial Aspects

Route descriptions relate to context not only in a spatial sense, but are also situated in a discourse context that can systematically affect which aspects of the spatial environment are perceived as relevant for a communicative situation (Porzel, 2010). For example, how a spatial question is answered by people on the street is affected by factors such as travel modality (car, bike, walking), weather, clock time (for instance when asking about the cinema or a castle that may be open for visitors only at particular times), and more; such factors may not necessarily be consciously accessible to speakers who answer the given questions intuitively. Similarly, in the above-mentioned study, Hölscher et al. (2011) found that route choices were systematically affected by the situation. For the benefit of strangers, people aimed to describe routes that were simple and easy to find, and that contained few direction changes but many salient landmarks that helped to find the way. For their own future routes, they rather chose routes that were attractive and not too busy, along with the aim of finding a fast, short, and direct route to the given goal. These aspects were mentioned in a post-hoc questionnaire by the participants as explicit route choice criteria, and confirmed by the actual route choices. Although not all of these factors are spatial, they nevertheless affected the spatial descriptions, without necessarily conveying this kind of information explicitly.

Generally, spatial descriptions can be seen as part of a more general activity (Hirtle, Timpf, & Tenbrink, 2011). A person asking about the way to a hospital may
do so as part of a leisurely stroll through nature, or with the plan of visiting a friend who has gone through a routine examination, or in order to bring an injured person there as quickly as possible. Route givers will typically grasp this higher-order activity intuitively to some extent, and tailor their descriptions in a way appropriate to the demands of this activity. This affects the level of granularity of description just as well as the type and amount of additional information offered along with the spatial description, such as *It is a very pleasant walk up there*, or *If you stop directly in front of the emergency entrance people will come out to assist you.*

The extent to which spatial descriptions can be tailored to the underlying discourse purposes naturally depends on the information available to the speaker. In an intriguing large-scale study about the notion of *place*, Winter et al. (2011) simply asked people in a web-based study to "Tell us where you are". Since no further contextual information was provided, responses varied considerably, for instance with respect to deixis (*I'm at home* vs. a postal address), specificity (generic name vs. precise location); affective evaluation (as in *The view towards the beach has a colorful sunset most of the time*) and other descriptive information (*My house is at the top of a hill*). Some people provided a location description or a procedural route description that enabled actually finding the location (e.g., *I am in Hawthorn suburb near to Auburn train station, and at level two of an apartment in Queens Ave*); some actually appeared to invite the addressee to join them (as in *Take Arthur's Seat Road to get up there, it's crazy tight but lots of fun*). Thus, the responses reflected the different ways in which the study participants perceived the request; given no context, they were free to decide how to answer the question, opening up the space of possibilities in this regard. Together, their answers convey the various aspects of *place* that may become relevant to speakers in diverse discourse contexts.

### 5 Conclusion

Relevance affects how we perceive the world, and how we communicate about it. This paper has addressed this idea in general terms based on a review of findings on cognition and communication, and furthermore spelled out in some detail how relevance affects wayfinding and communication about routes. Some general patterns emerge. Relevance affects what is perceived, conceptualized, and communicated, as well as how this happens. With respect to the former, relevance leads to the selection of those situational aspects that are felt to be supportive for a given goal, guiding the focus of perceptual attention just as well as the choice of routes and the reference to environmental features. With respect to the latter, relevance affects the level of granularity and the perspective taken on a scene, both perceptually and linguistically. Details of a situation that are more fine-grained than a certain basic level of conceptualization (Rosch et al., 1976; Morris & Murphy, 1990) are attended to and communicated only if they are perceived as relevant. These processes are at work alongside with processes guided by salience; outstanding features of a situation tend to draw attention even without direct relevance for a goal, and may enter communication simply because of their conspicuity.
Humans are not necessarily aware of these processes. In fact, it is conceivable that conceptualizations and communicative choices are conceived of as objective and even complete, for instance in a route description that contains reference to every spatial segment and decision point along the route. Such a conception is a direct consequence of the immediate and unconscious integration of relevance. It is only in unclear or ambiguous situations that we become aware of the complexity of aspects that are actually available to be processed and communicated. Complementarily, the variability of aspects that may be perceived as relevant becomes evident through the analysis of a wide range of data, such as route descriptions formulated without a clear context. Such data allow for the (abductive) inference of the speakers' underlying communicative goals. If a place description contains route instructions and a positive evaluation of the place to be described, this can be read as an invitation to actually get there. Route descriptions pointing to the quickest path aim to support efficient navigation. References to interesting landmarks and beautiful scenery may be directed at tourists looking for inspiration and recreation. Such inferences are possible precisely because this kind of information would otherwise be irrelevant.

As a consequence, any analysis of conceptual representations, such as linguistic data representing route navigation concepts, must necessarily account for the discourse context as perceived by the speakers. It is important to note who is speaking to whom, for which reason and with which discourse goal in mind, whether efficient navigation is at stake or rather personal preference, small talk, spatial knowledge, functional goals, affect and evaluation, and so on. Some aspects may never be accessible to the researcher, such as a speaker's underlying (possibly unconscious) goals in conveying spatial information (e.g., to provide answers of the kind that the researcher wishes to collect). Raising awareness to those aspects that are transparently relevant in a situation may support clarity in this regard.

Apart from conscientiously controlling contextual factors that potentially affect relevance as perceived by experimental participants, future work should vary the relevance of situational factors systematically so as to establish more precisely, and more generally, the effects of relevance on spatial concepts and descriptions. It is time to leave standard route direction scenarios so as to establish more broadly which spatial factors are affected by relevance in which way, and which cognitive subprocesses of wayfinding may vary according to relevance in relation to the context in which a navigation task takes place (cf. Wiener, Büchner, & Hölscher, 2009). It stands to reason that these conclusions would be valid beyond the restricted topic of navigation and route communication that has been the focus of this paper. Viewed this way, it seems that research has only just begun to capture the flexibility of human cognition in spatial environments.
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Abstract. The interplay of spatial long-term and working memories and the role of oriented and orientation-independent representations is an important but poorly understood issue in spatial cognition. Using a novel priming paradigm, we demonstrate that spatial working memory codes of a given location depend on previous tasks such as mental travels and are thus situated in behavioural context. In two experiments, 136 passersby were asked to sketch an image of a highly familiar city square either without or with prior mental travel, i.e. an imagined walk along a route crossing the square. With prior mental travel participants drew the sketch more often in the orientation of the imagined route and less often in the orientation found without prior mental travel. This indicates that participants adjusted or selected information from long-term memory according to the situational context. We suggest that orientation priming plays a role in path planning and may facilitate way-finding afterwards. Possible mechanisms of orientation priming are discussed with respect to theories of orientation dependence in spatial memory.

Keywords: spatial cognition, priming, frame of reference, working memory, place recognition.

1 Introduction

Finding one’s way in large-scale spaces is a core cognitive function in humans and animals. In this task, spatial knowledge from long-term memory has to be activated and transferred to a working memory stage where planning, reasoning, and verbalisation takes place.

The relation of spatial long-term and working memories is often discussed in terms of the distinction of allocentric and egocentric representations. Allocentric spatial knowledge comprises the geometric shape of an environment [20] as

* Supported by the German Federal Ministry of Education and Research (BMBF) within the Tübingen Bernstein Center for Computational Neuroscience (Grant No 01GQ1002A).
well as object-to-object spatial relations either without a preferred orientation \[18\] or within an environmental reference frame \[14,13\]. In contrast, egocentric systems code self-to-object relations as in perceptual representations or in view-dependent snapshots of the environment \[18\], \[20\]. Although the recall of spatial memories in general may involve allocentric codes, visual place recognition will mainly work with egocentric codes \[5,20\]. Indeed, the anticipation of future viewpoints can facilitate later recognition of the previously anticipated views indicating egocentric involvement \[11\]. Subsuming allocentric representations (e.g., the structure of an object or a room) within an egocentric working memory stage may combine both types of spatial representations \[12\].

The information processing required to generate egocentric working memories from long-term memory depends on the assumed type of long-term place representation: If places are represented in a view-independent way \[3\], orientation has to emerge at the time of retrieval (transformation). If places are represented as a collection of views \[8\], the retrieval process will have to select (or interpolate) the appropriate view (selection). For path planning, Wiener & Mallot \[21\] hypothesised an egocentric working memory stage generated from the reference memory for each combination of ego position and local target locations along the path. Anticipating novel views within working memory may be involved in such processing \[14\].

The purpose of the present study was to test whether the orientation of a working memory representation built from spatial long-term memory can be primed by prior working memory activity such as path planning and mental travel. For this we used a novel priming paradigm and assessed the orientation specificity of retrieved spatial long-term knowledge as required for the production of place sketches. Our hypothesis predicts that the view orientation of these place sketches is primed by the direction of prior mental travel and thus by prior egocentric working memory representations. In contrast to most studies accessing memory representations of newly learned scenes, we tested highly-familiar long-term memory contents (i.e., a central square in the participants’ home town) which is likely to have been encountered in many different orientations. Place sketches were analysed for view orientation. Sketches without prior mental travel (Experiment 1) worked as a baseline for sketches with prior mental travel (Experiment 2).

2 Experiment 1

2.1 Methods

Passersby at a University cafeteria were asked to sketch the “Holzmarkt”, a well-known square in the medieval city centre of Tübingen (see Figure 1) within an \(8 \times 8\) cm box provided on a DIN A6 (10.4 \(\times\) 14.8 cm) sheet of paper. The University cafeteria was located approximately 2.5 km northwest of the Holzmarkt. About 30% of the people addressed agreed to participate. If participants asked in which perspective they should draw the square they were told to choose the perspective which they felt was most appropriate. After drawing, participants
were asked to write down on the same sheet of paper their age, gender, place of residence (i.e., city district), and years of residency in Tübingen. Participation took approximately five minutes and was rewarded with candy.

From the 56 sketches obtained, six were excluded for incomplete data. Data from 27 women and 23 men (average age 22 years, SD = 2.2 years) were analyzed; on average, they had lived in or near Tübingen for 3.2 years (SD = 4.5 years). Three independent raters categorized the orientation of the sketches into north-up, south-up, east-up or west-up. They gave identical judgments for 49 of the 50 sketches (98%) corresponding to a very good chance corrected interrater-reliability of kappa = .96. Only the remaining 49 sketches were analyzed further.

**Fig. 1.** City map of the Holzmarkt (white) and its surroundings including a prominent church bordering the square on the south side. Participants were asked to draw the Holzmarkt in both experiments. In Experiment 2 (orientation priming) participants were additionally asked to imagine walking a route (black line) either from A (Market) to B (Neckar Bridge, eastward route) or from B to A (westward route) before drawing. No map was shown to the participants.

### 2.2 Results

As shown in Figure 2 (left) participants sketched the square with a preferred orientation ($\chi^2$ test against a uniform distribution: $\chi^2 (3, N = 49) = 78, p < .001$). Eighty percent drew the sketches south-up in contrast to 25% expected by an equal distribution (one-tailed binomial test with $\pi = .25$ and $N = 49$; $p < .001$). Other orientations were drawn less often than 25% (north-up: 6.1%, $p = .001$; west-up: 10.2%, $p = .009$; east-up: 4.1%, $p < .001$). Individual differences (gender, age, time and place of residency) did not show any effects, neither here nor in the second experiment and thus are not further reported. Results are discussed in detail in conjunction with Experiment 2 below.
3 Experiment 2

3.1 Methods

General methods were the same as in Experiment 1, but before sketching, participants were asked to imagine walking a route across the Holzmarkt either in eastward or westward direction (Fig. 1). In the eastward condition, the written request “Imagine to walk from the Market to the Neckar Bridge by crossing the Holzmarkt” was handed to the participants. In the westward condition, Market and Neckar Bridge were exchanged. No participant of Experiment 2 participated also in Experiment 1. The experiment was run in multiple eastward/westward blocks, and participants were assigned to one of the two conditions in the sequence of recruitment.

All sketches of 81 participants could be analyzed (41 westwards, 40 eastwards, 42 women, 39 men). On average participants were 26 years old (SD = 9.5) and had lived in Tübingen for 6.7 years (SD = 9.1 years). All three raters agreed on orientation rating in all 81 sketches (intrarater-reliability of kappa = 1.0). All sketches were analysed further.

3.2 Results

The distributions of sketch orientations differed between the two priming conditions ($\chi^2(3, N = 81) = 41.5, p < .001, \text{Cramér’s } V = .72$) and from Experiment

![Graph](image)

**Fig. 2.** Frequency of sketch orientations without (Experiment 1) or with orientation priming (Experiment 2). Sketch orientations: N = North-up, W = West-up, S = South-up, E = East-up.
1 conducted without priming (see Figure 2; route westwards: $\chi^2(3, N = 90) = 31.5, p < .001$, Cramér’s $V = .59$; route eastwards: $\chi^2(3, N = 89) = 21.9, p < .001$, Cramér’s $V = .50$).

Participants were more likely to orient their sketches according to the primed direction. In the westwards priming condition, participants more often drew a sketch west-up (49% tested with a one-tailed binomial test against a probability of 10.2% as observed in Experiment 1, $N = 41$: $p < .001$) and north-up (24% tested against 6.1%, $N = 41$, $p < .001$). Less often they drew a sketch south-up (22% vs. 79.6%, $N = 41$, $p < .001$) which was the orientation mainly drawn without priming. We observed no differences in the frequency of sketching east-up (4.9% vs. 4.1%, $N = 41$, $p = .505$). In the eastwards priming condition, participants drew a sketch east-up more often than in the no-priming condition (45% vs. 4.1%, $N = 40$, $p < .001$). The south-up orientation was chosen less frequently (50% vs. 79.6%, $N = 40$, $p < .001$), but still was the most frequent one in this condition. No differences were observed for the north-up (2.5% vs. 6.1%, $N = 40$, $p = .290$) and west-up orientations (2.5% vs. 10.2%, $N = 40$, $p = .075$).

4 Discussion

In Experiment 1, participants chose to draw sketches of the Holzmarkt square mostly with the south-up orientation. As all participants were highly familiar with the area (i.e., had experienced the square many times from multiple perspectives), the physical structure of the square itself likely determined the orientation of its recall [14]. Orientation preference may be derived from the geometric layout (east-west) as well as from the salient landmark (church) at the south side, or the south-up geographical slant of the square (see [16]). If the place representation relies on one intrinsic orientation, our data suggest that this is the southward orientation, despite the fact that the long axis of the square is east-west. Alternatively, place representations could contain views with multiple orientations as has been suggested for place recognition [19] and route following [9]. In this case, we need to assume that one view (i.e., southwards) is preferred. The salient ancient church bordering the square on the south side or a particular shop may influence the retrieved orientation as well. Such an effect may depend on participant’s special interests, which were not evaluated.

In Experiment 2, when primed by imagining a route crossing the square, participants’ sketches were more often oriented along the direction of the imagined route and less often in the orientation preferred without priming. Thus, mentally walking a route, as might also be done during route planning [3], primed the orientation in which a location was recalled. That is to say, orientation priming changed the accessibility of the orientation of a place memory.

Standard priming procedures affect the accessibility of a stimulus by presenting semantically related, often co-occurring, or perceptually similar stimuli [15], by presenting an object located on a route before versus after the target object [6], or by presenting objects located close by versus further away from the target or within the same versus different spatial regions [10].
The orientation priming procedure used in the present experiment differs from other forms of spatial priming in that the primed item is not a particular place but the orientation in which this place is sketched or imagined. Also, priming is triggered not by the spatial, perceptual, or conceptual proximity of a stimulus, but by the (assumed) orientation of a working memory representation used during prior mental travel.

Spatial updating performance tested within the same space used for learning can be influenced by verbal instructions that persuade participants to be tested in the same space or in a different space as in the learning session [17]. Further, learning a layout and then update this layout by walking around the layout showed an advantage for judgments of relative direction from the updated orientation which is not the case when no updating happened at all. Nevertheless, subsequent maps of the spatial layout were always drawn from the learned perspective. Hence, no orientation priming effect occur in the drawings. In contrast to our experiment this approach tested short-term knowledge that was perceived from one perspective only. The present work examines spatial knowledge of a highly familiar city space that was experienced many times from various perspectives.

The orientation priming effect reported here affects the process of retrieving egocentric working memories of places from long-term memory (LTM). This process depends on the structure of long-term memory which may be view-dependent, aligned to an intrinsic reference direction, or independent of orientation. If LTM place representations are sets of views taken from various viewpoints (view-dependent memory [5,20]), retrieval amounts to a selection process that picks one particular view to represent the place in working memory. In this case, orientation priming is the pre-activation of the view in LTM resulting in its subsequent selection. If, on the contrary, the environment is stored relative to an intrinsic reference direction and accessed more easily in that orientation [11,14], imagining it in a different perspective requires a transformation such as a mental rotation into that perspective. In orientation priming, the transformed perspective might persist in working memory for subsequent recall. In orientation-independent memory [3,18], the retrieval process may select a particular landmark object (rather than a specific view) and assumes the perspective under which this object appears when looking from the square. Orientation priming will then result from pre-activated object representations. In summary, different mechanisms will be responsible for orientation priming in the different long-term memory models: priming could result from the prior selection of views or landmark objects, or it might originate from the orientation of persisting working memory contents.

The distinction between the selection and transformation mechanisms for view-dependent long-term memory is akin to the distinction between representations for place recognition and representations for locating a goal relative to a given position, as suggested by Valiquette and McNamara [19]. It seems therefore possible that the two hypothesized mechanisms, selection and transformation, may even co-exist and support performance in different tasks.
Orientation priming affects the orientation of the recall of highly-familiar places. Our study substantiates that the retrieved orientation is not (only) dependent on the long-term memory content, but rather depends on the situational planning task. Further, our method of place sketches proves successful as appropriate tool to access the orientation of memory representations, which are well established in everyday long-term memory.

The present results were obtained within a mental travel task which primed recalled orientations. It will be an interesting opportunity for future research to test whether such an effect is also found in tasks involving physically walking along routes and whether this orientation priming will interfere with subsequent scene recognition tasks testing different perspectives (N, E, S, W).

Orientation priming is also in line with embodied cognition approaches which propose that representations, and in particular short-term representations, are based on sensorimotor and thus orientation-dependent representations [2,22]. Neuronal correlates supporting such view-dependent representation of scenes can be found in the parahippocampal place area, which is activated during mental imagery of places and in mental navigation [4]. Recently, also a computational model of anticipating and storing views was proposed which is consistent with both neuronal processing as well as the present results [22].

One final question concerns the function of orientation priming. The purpose of processing information about a specific route will generally be to follow this route afterwards. Recognition of locations along the route should be facilitated, if the representation is aligned with the upcoming perspective [11]. In this sense offline planning of routes might facilitate later online-cognition while walking the route. Orientation priming might thus help to effectively prepare for anticipated situations in way-finding tasks.
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Abstract. Finding a destination in a new spatial environment can be a daunting task. To aid navigation, many people take advantage of route directions, either provided by other people or by electronic navigation services. However, their effectiveness may be hampered if they are overly complex. While most people are generally good at focusing on important information, this is a challenge for navigation services. Thus, being able to automatically determine important points along a route that need to be included in route directions would provide a further step towards cognitively ergonomic navigation services. In the present study, methods for calculating the salience—or importance—of decision points are correlated with the frequency of decision points appearing in route directions. Results show that metrics based on the probability of a decision point being traversed and information-theoretic quantities of decision points correlate significantly with incidence in route directions, indicating that it is possible to identify crucial decision points in advance. This has implications for the design of navigation services that are able to adapt their assistance in real time.
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1 Introduction

Imagine your paper is accepted to a conference and you have to go to a city in Germany for the first time. Fortunately, you have a friend who is familiar with the area, so you can get directions on how to get from your hotel to the conference venue. Unfortunately, your friend is a poor judge of which details are important enough to be included in route directions and they are overly complex and put a large burden on your cognitive faculties.

This story illustrates the importance of what to leave out when giving route directions. Implicit in knowing what to leave out (and in some cases what to include) is the realization that some points in spatial environments are more important than others for specific tasks, such as wayfinding. The present work focuses on facilitating the creation of cognitively ergonomic route directions by...
exploiting information about the importance of intersections in an environment. Focusing on the important points along a route, while at the same time ignoring those that are not, is critical to provide instructions that are concise, and easy to understand and to remember. While some humans struggle with this, distinguishing between important and unimportant points is a major challenge for existing navigation services.

The important points along a route are also crucial for presenting overview information on a route [32]. Turn-by-turn instructions are usually sufficient to reach a destination, however they limit the survey knowledge that people acquire and make it hard for users to cope with failures of their navigation services [30, 34]. This may be one reason why contemporary GPS devices reduce wayfinding efficacy [16], compared with traditional maps, since it can be harder to grasp the overall wayfinding context.

Recent research aims for the automatic identification of the important points along a route. Takemiya and Ishikawa [39] were able to classify the performance of wayfinders using only existential information of decision points traversed in spatial environments, thus showing that an important relationship exists between the structure of environments and wayfinding performance. At the same time, work on the algorithmic generation of cognitively ergonomic route directions [7, 20], which is based on empirical results in spatial cognition (e.g., [9, 25]), highlights that specific elements of a route are more important than others when communicating information about how to get from an origin to a destination.

This paper links both the automatic identification of the important decision points and the generation of cognitively ergonomic route directions. In particular, it explores the hypothesis that high-salience decision points identified by Takemiya and Ishikawa are important both for the classification of wayfinders and in cognitively ergonomic route directions that describe the routes taken by wayfinders. In other words, one outcome of this paper will be an answer to the question as to whether people’s wayfinding behavior is an indicator of what they will deem relevant in communicating route information. Another, related, result will be whether those points identified in the classification are actually important for successful wayfinding (if a correlation with the route directions exists) or whether their salience may rather be an artifact of either the routes or classification schemes used (if not). This analysis will provide an important insight into how decision points that are important to wayfinding are related to route directions.

In the following sections we first outline previous work studying decision points, human wayfinding, and route directions (Section 2). We then explain how to determine the importance of decision points (Section 3). Section 4 discusses the implications that a relationship between cognitively ergonomic route directions and real-time classification of wayfinders would have. In Section 5 we present a setup and results of a study exploring this relationship. These results and their implications for the design of navigation services are discussed in Section 6.
2 The Role of Decision Points in Navigation Assistance

This section discusses the important role that decision points play in route following (Section 2.1) and then introduces relevant previous work that exploits decision points in supporting wayfinders (Sections 2.2, 2.3).

2.1 Decision Points in Route Following

Navigation in environments that are structured by path networks (e.g., urban environments, suburbs, or parks) can be conceptualized as movement along path segments (the streets) until a point is reached where several path segments meet (an intersection) [9,35]. At these points, the wayfinder has to make a decision on how to continue; accordingly, they are termed decision points.

Decision points are highly relevant to route following and for providing information about how to follow a specific route (so-called route directions) [1,8,25]. Here, wayfinders may go wrong and, thus, miss their destination, even when all they have to do along the path segments is continuing to move. Therefore, people often highlight information at decision points when providing route directions [1,28]; good route directions have been shown to focus on anchoring turning actions at decision points [9,25]. Also, decision points have been shown to receive special attention in the mental processing that happens while route following [18].

Arguably, not all decision points will be equally important when following a route. At some intersections, wayfinders continue in their current direction of movement. Such intersections tend to not receive much attention and they are only implicitly present in instructions [20,28]. For example, in the instruction ‘turn left at the third intersection,’ there are two intersections involved that are not mentioned at all, but the implicit assumption is that wayfinders will know to continue to go straight at those intersections. Further, the importance of decision points may depend on transport modality or the level of granularity in which instructions are provided [40,41], or the (perceived) difficulty of successfully navigating an intersection [14]. In this paper, we focus on the importance of decision points for successfully reaching a destination in pedestrian wayfinding.

2.2 Cognitively Ergonomic Route Directions

Cognitively ergonomic route directions aim for a lower cognitive load and enhanced location awareness at the same time [21]. They employ principles of human direction-giving, without adopting their deficits (such as slips and mix-ups of intersections). Cognitively ergonomic route directions utilize two important principles in instruction giving: 1) references to landmarks and 2) combining multiple consecutive decision points into a single instruction, termed spatial chunking [22]. Landmarks, if available, are important for organizing spatial knowledge, and are frequently referred to in human route directions [9,13]. Landmarks may signal crucial actions, locate other landmarks in relation to the referenced landmark, or confirm that the correct path is being followed [25,28]. Combining
landmarks with spatial chunking results in a powerful mechanism to reduce the
cognitive load by subsuming potentially large parts of a route (i.e., several con-
secutive decision points), with a single instruction, such as ‘turn right at the
church.’

Existing research has addressed the automatic generation of route directions
that account for human principles of direction giving. Some of this work only
covers part of the generation process, such as the identification \[31\] or integration
\[3\] of landmarks. Others focus on generating instructions that mimic the way hu-
mans present such information \[7,43\], or that adapt to human conceptualization
of wayfinding situations \[23\].

The approach of context-specific route instructions \[35\] generates route instruc-
tions for a given route that are easy to conceptualize and remember. Context-
specific route directions account for environmental characteristics and a route’s
properties, by adapting the route directions to the surrounding environment.
A computational process, called GUARD (Generation of Unambiguous, Adapted
Route Directions), has been developed by Richter \[33\] for generating context-
specific route instructions. GUARD unambiguously describes a specific route to
the destination. Figure 1 provides an overview of the generation process.

![Fig. 1. Overview of GUARD, the generation process for context-specific route directions (adapted from \[33\])](image)

The generation of context-specific route instructions is a three-step process.
In the first step, for every decision point along the route from the starting point
to the destination, all instructions that unambiguously describe the action to be
taken are generated, resulting in a set of possible instructions for each decision
point. GUARD accounts for different types of landmarks in generating instruc-
tions whose role in the route instructions depends on their locations relative
to the route \[10\]. Next, GUARD performs spatial chunking (cf. \[20,33\] for more
details). Finally, the actual context-specific route directions are generated. From
all possible instructions, those that best describe the route are selected. As this is
realized as an optimization process, “best” depends on the chosen optimization
criterion. Optimization results in a sequence of chunks that cover the route from
origin to destination. Due to the aggregation of instructions performed in chunk-
ing, some decision points will be represented only implicitly (e.g., points where
the wayfinder continues straight and are thus not mentioned in the directions),
thus reducing the communicated information. Therefore, the points represented
explicitly in the sequence of chunks are the most salient points with respect to
following a route.
2.3 Classifying Wayfinders

Research has shown that individual differences exist between different people’s spatial abilities [4, 17]. Thus, a desirable feature of navigation services would be functionality to adapt to these differences, which in turn requires ways to automatically classify differences between wayfinders.

Takemiya and Ishikawa [39] presented a practical way to classify the performance of wayfinders in real-time. As shown in Figure 2, the conditional probability-based classification of wayfinders reliably discriminated the performances of good and poor wayfinders, as defined by the criteria in [39]. To accomplish this classification, only information about the existence of decision points in wayfinders’ route traversals was used. However, as can be seen in Figure 2, the efficacy of classification greatly improved after some specific decision points were used for classification, compared to other decision points that had much smaller effects on classification efficacy.

From this observation, Takemiya and Ishikawa developed methodology for calculating the salience, or importance, of decision points [38], with respect to the efficacy of classifying wayfinding performances.

Fig. 2. Real-time route classification results, where the x-axis numbers the nth decision point along a route and only decision points 1 to n are used to classify wayfinders. Bars show the number of participants classified at each iteration. The line graph shows the Matthews correlation coefficient (maximum value of 1), which summarizes the confusion matrix of the classifier [27]. Adapted from [38].
3 Calculating Decision-Point Salience

This work considers two different kinds of decision-point saliences: computational and cognitive saliences. Computational salience refers to the importance of decision points for discriminating between people exhibiting different levels of wayfinding performances (e.g., good or poor), whereas cognitive salience is the importance of decision points to wayfinders traversing an environment. The importance of computational salience to wayfinding was first suggested by Takemiya and Ishikawa [38], as a possible way to model how individual differences exhibit themselves in the distribution of where humans are likely to travel in an environment.

The cognitive salience of decision points is similar to the points identified in cognitively ergonomic route directions, since these are the points important to humans navigating an environment. It is important to note that decision points important to humans are not necessarily useful for classifying wayfinders. Cognitive salience in wayfinding has been previously considered in relation to the visual, cognitive, and structural qualities of landmarks [26,37]. Approaches have also been developed to calculate the cognitive salience of landmarks (e.g., [24,31]), and the prominence of individual streets in a street network (e.g., [41,51]).

To study the factors involved in calculating computational and cognitive saliences, the following methods for calculating the computational salience of decision-points were considered:

**Conditional Probability Scores.** The absolute value of the conditional probability of a decision point being in one class or another (either in the good or the poor routes).

**Probability.** The probability of a decision point being included in traversals in the generated route data.

**PageRank.** An algorithm for computing the standing probability of an ergodic Markov chain. This algorithm was developed for ranking web pages in search results for the Google search engine, but has also proven useful in other domains containing data structured in graphs. One notable use for processing spatial information was ranking popular intersections in a spatial environment [19]. Please see [2,29] for implementation and mathematical details of the algorithm.

**Entropy and Information Gain.** Shannon’s information entropy [36] is a measure of the statistical heterogeneity of a set of data. Information gain is the amount by which entropy is decreased (homogeneity increased) by changing or partitioning a set of data. With respect to decision points, entropy is the heterogeneity of performance classes (i.e., good or poor) of wayfinders that traversed a point. The information gain of a decision point is thus calculated by taking the set of all route traversals and dividing them into two groups: those that contain the decision point under consideration, and those that do not. The difference between the sum of the entropies for the two separate sets of decision points and for all the points is the information
gain, since the entropy of the independent sets of traversals is different than the entropy of the combined set of all traversals.

**Graph Entropy.** We define the graph entropy of a decision point to be equal to the difference between the entropy of all the routes and the entropy of all the routes *sans* the routes that contain the current point. In other words, we first calculate the entropy of all routes and then, for each decision point, we remove the routes that contain the current point from the set of all routes and recalculate the entropy using the same equation; the difference between entropies is the graph entropy in our definition.

**Connectivity and Integration Metrics.** Connectivity, local integration, and global integration are common metrics used in the space syntax literature [12]. These metrics are described in the following equation, adapted from Jiang [19] (similar to Jiang, we used a $k_i$ of 2 for local integration):

$$\sum_{s=1}^{k} s \times N_s = \begin{cases} 
\text{connectivity} & \iff s = 1 \\
\text{local integration} & \iff 2 \leq s \leq k_i \\
\text{global integration} & \iff s = k 
\end{cases} \tag{1}$$

where $N$ corresponds to the number of decision points with a shortest distance of $s$ steps away from the current point.

**Outflux Scores.** The outflux scores are meta algorithms that were created by Takemiya and Ishikawa [38]. Using the salience measures, regions of similar scores emerge. Decision points bordering two of these regions may be important since they offer an opportunity to get from one region to another. This opportunity is captured in the outflux scores, which measure the difference between the score of the current point and neighboring points.

As each of the above algorithms and metrics can elucidate the importance of a decision point from a different perspective, it is important to examine whether any statistical relationships exist between decision points used in route directions and the salience of decision points calculated from each of the above methods.

## 4 Exploring the Relationship between Route Directions and Decision-Point Salience

The present work aims at exploring the relationship between the importance of decision points to route directions and to classifying wayfinders.

As discussed in Section 2.1, when following a route, some decision points are more important than others. These decision points divide a route through an environment into manageable parts. The splits typically occur at points where wayfinders must change orientation, often co-located with salient landmarks. Consequently, these points become functionally important to people navigating an environment; they will be prominent in their spatial memory of the environment [6]. Cognitively ergonomic route directions capture this prominence. Spatial chunking results in a division of route directions into manageable chunks; the end points of these chunks correspond to the important (or cognitively
salient) decision points. This way, cognitively ergonomic route directions link behavior and communication. The decision points where important behavioral actions have to be performed are emphasized in the cognitively ergonomic route directions.

On the other hand, the real-time classification of wayfinders discussed in Section 2.3 is based on behavioral data (i.e., the decision points traversed). In fact, as pointed out in Section 3, a distinction needs to be made between computational and cognitive saliences. That is, while some decision points (and some metrics) may be useful for identifying decision points important (computationally salient) for classifying wayfinders, these decision points may not necessarily be prominent to the wayfinders themselves.

If a correlation exists, however, between those decision points with a high computational salience score and those decision points identified as prominent in cognitively ergonomic route directions, then there is a direct link between computational and cognitive saliences, as well as a link between behavior and communication in the computation of decision points’ salience scores. More specifically, a correlation between computational salience scores and cognitively ergonomic route directions has at least the following four implications; it:

1. establishes significantly-correlated salience scores to be relevant for humans, i.e., they not only reflect computational importance (as discriminators in classification), but also cognitive importance (identifying points crucial for wayfinding);
2. provides a link between behavior and communication (this has immediate application to the real-time classification developed in [39] in navigation services; see discussion in Section 6.3);
3. enables the prediction (pre-computation) of decision points salient to humans in an environment without the need of actual behavioral data;
4. may provide a crucial step in developing algorithms for the automatic generation of overview information on a route to take [32].

To establish such a correlation, computational tests were performed, as reported in the next section.

5 Experimental Design and Results

This section will explain the data (Section 5.1) and experimental setup (Section 5.2) used to explore the relationship between route directions and the salience of decision points, and then present the results of the experiments (Section 5.3). In a nutshell, the study takes both computer-generated and human-subject routes through an environment, and generates context-specific route directions and computes salience scores of decision points for these routes, respectively. Then, the correlation between salience scores and the frequency of occurrence of decision points in the chunks for cognitively ergonomic route directions is calculated.
5.1 The Route Data

The experiment used the same environment as in previous studies by Takemiya and Ishikawa [39, 38], namely an area in Nara, Japan. Two routes with two different pairs of start and goal locations were specified in these studies; the same pairs are used in this study again. In the present study, both computer-generated and human-subject routes were used.

For the computer-generated routes, we used the approach from [39], where a modified A* routing algorithm was used to create semi-random paths from the start to goal locations. A* is a heuristic search algorithm that uses an estimated cost to the goal (in our case the calculated Euclidean distance) to decide which path to take at each node. In order to generate routes that better explored the spatial environments, we modified A* to make a path leading from a node ‘tabu’ with a 10% random probability. Setting a path ‘tabu’ artificially blocks this path for the algorithm, making it unusable for path search and thus introduces variability into the generated routes. This algorithm was used to generate good and poor routes; for the latter, the heuristic function was inverted (i.e., maximizing distance to the goal). For each pair of start and goal locations, 750 routes were generated. After generation, good and poor routes were clustered to remove misclassified routes (e.g., some of the generated poor routes may in fact be good due to the randomness in the generation process). Overall, 924 good and 576 poor routes were generated; they are shown in Figure 3.

For the human-subject routes, we used routes traveled by the human participants in the experiment detailed in [39] (Figure 4). Overall, 60 routes (30 traversals each for routes 1 and 2) were collected in this experiment from people finding their way using paper maps, and subsequently classified as either good or poor. As reported in [38], since the probability of decision points being traversed correlated highly across the generated and empirically observed route traversals (0.93 and 0.83, respectively, for routes 1 and 2), it is expected that results should be similar for both the computer-generated and human-subject data. While humans do not always follow exactly the same routes they would describe to others [15], the routes collected from the human participants provide a good sample of which routes people deem reasonable to traverse the environment. Thus, they are used as a further source for exploring the relationship between route directions and decision-point salience. The computer-generated and human-subject routes were used to generate cognitively ergonomic route directions.

5.2 The Experimental Setup

A decision point is taken to be salient in route directions, if it appears as the last decision point in a chunk of context-specific route directions (Section 2.2). Therefore, for each set of both generated and human-subject routes (good and poor routes between the start and goal locations for routes 1 and 2 in the environment used in the study), context-specific route directions were calculated, and the last decision point of each chunk in these directions was recorded. To normalize results, the number of occurrences was divided by the number of routes in
the respective set to get the frequency score. A score of 1 means that a decision point is salient (occurs at the end of a route-direction chunk) for every route of the set, a score of 0 that it is for none of the routes.

Computational salience scores of decision points were calculated using the methods listed in Section 3 (cf. also [38]). The same modified A* algorithm for generating random routes was used; to counter randomness in the generation process, 100 iterations of calculating salience scores were averaged. Again, this calculation was performed for each set of routes.

For both the computer-generated and human-subject routes, the Pearson correlation between the frequency of decision points in the cognitively ergonomic route directions and the salience scores was calculated. This was done for good, poor, and overall (combined good and poor) routes, for both start/goal location pairs for routes 1 and 2 in the empirical study. Additionally, calculations were also done for all good (good routes combined from routes 1 and 2 of the empirical study) and poor routes.

Fig. 3. Generated (a) good and (b) poor traversals for routes 1 and 2. Thicker (darker) lines indicate more traversals using an edge.
Fig. 4. Good and poor wayfinder traversals for routes 1 and 2, from the study conducted in [39].

For all analyses, we also correlated the frequency of decision points in route directions with a set of random numbers downloaded from http://www.random.org/. This was done to confirm whether the use of decision points in route directions is random or if there is some underlying, perhaps structural, reason for frequently using some decision points more than others.

5.3 Results

Figures 5 and 6 show the Pearson correlation values between decision-point frequency in route directions and calculated decision-point salience, for generated and empirical route data, respectively. Non-white cells are statistically significant, $p < .05$. For the generated route traversals, there was a consistent relationship between frequency of occurrence in route directions and conditional probability, probability, information gain, and entropy, across both routes 1 and 2. The strongest correlation across all the data was with probability. For human-subject routes, only probability was significantly correlated with frequency of
occurrence in route directions, for both routes 1 and 2. Graph entropy was significantly negatively correlated for route 1 for both generated and human-subject routes, although this negative correlation did not manifest itself for route 2. This confirms differences between routes 1 and 2 that were shown in [38].

6 Discussion

Overall, the results of this study illustrate that there is a relationship between the computational salience of decision points and their frequency of occurrence in route directions. Thus, the four implications stated in Section 4 become valid. Significantly correlated computational salience scores for decision points reflect relevant cognitive aspects of wayfinding for humans; they also establish a link between behavior and communication (cf. [1, 8], but see also [15]). Salient decision points mark crucial spots for successfully following a route; the developed salience measures allow their prediction without the need of behavioral data. The results and their implications are further discussed in the following.

6.1 Importance of Environmental Structure

While the correlations with graph entropy were consistent between computer-generated and human-subject route data, information gain and entropy scores were different for routes 1 and 2. For route 1, the human-subject data also had a significant negative correlation with random values (for good routes only). The differences between human-subject and computer-generated data for route 1 are likely caused by the structure of the environment. As shown in Figure 4, the environment for route 1 is grid-like, so wayfinders were able to take many paths through the center of the grid that were all very similar in distance. At each point in the grid, it was essentially up to each individual wayfinder as to whether or not they would turn, or go straight and then turn at the next intersection. Thus, the turning pattern is probably close to random, since there are many different approximately-equally good paths a wayfinder may take. However, the good wayfinders in the human-subject study traversed only a small number of points in the environment, while the computer-generated routes explored many different possibilities. Thus, this correlation with random values only exhibited itself in the human-subject data. This type of pattern was not seen in route 2, since the connectivity of decision points limited the available paths, and hence there were no significant correlations with random values.

The major benefits of context-specific route directions is their ability to chunk several instructions into a single, concise instruction. This chunking in turn becomes more powerful with the presence of landmarks. Therefore, we initially added potential landmark objects to the geographical data set underlying our analysis (no landmark data was available from the original studies [38, 39]). We added objects based on our local knowledge and plausible assumptions as to what might constitute a landmark in general (e.g., temples, shrines and unique buildings). However, our results show almost no difference in the patterns of
<table>
<thead>
<tr>
<th>Metric</th>
<th>Good</th>
<th>Poor</th>
<th>Overall</th>
<th>Good</th>
<th>Poor</th>
<th>Overall</th>
<th>Good</th>
<th>Poor</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conditional Probability</td>
<td>-0.18</td>
<td>-0.53</td>
<td>-0.49</td>
<td>-0.15</td>
<td>-0.26</td>
<td>-0.4</td>
<td>-0.11</td>
<td>-0.17</td>
<td>-0.28</td>
</tr>
<tr>
<td>OF Conditional Probability</td>
<td>-0.15</td>
<td>-0.16</td>
<td>-0.14</td>
<td>-0.46</td>
<td>-0.03</td>
<td>-0.16</td>
<td>-0.15</td>
<td>-0.11</td>
<td>-0.09</td>
</tr>
<tr>
<td>Probability</td>
<td>0.77</td>
<td>0.61</td>
<td>0.81</td>
<td>0.75</td>
<td>0.41</td>
<td>0.79</td>
<td>0.54</td>
<td>0.29</td>
<td>0.58</td>
</tr>
<tr>
<td>OF Probability</td>
<td>-0.11</td>
<td>0.17</td>
<td>0.09</td>
<td>0.03</td>
<td>0.26</td>
<td>0.23</td>
<td>-0.08</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>PageRank</td>
<td>0.14</td>
<td>0.11</td>
<td>0.1</td>
<td>0.26</td>
<td>0.28</td>
<td>0.23</td>
<td>0.18</td>
<td>0.2</td>
<td>0.15</td>
</tr>
<tr>
<td>OF PageRank</td>
<td>-0.03</td>
<td>0.12</td>
<td>0.12</td>
<td>-0.09</td>
<td>-0.02</td>
<td>0.0</td>
<td>-0.15</td>
<td>-0.17</td>
<td>-0.04</td>
</tr>
<tr>
<td>Information Gain</td>
<td>0.34</td>
<td>0.27</td>
<td>0.28</td>
<td>0.34</td>
<td>0.43</td>
<td>0.24</td>
<td>0.25</td>
<td>0.39</td>
<td>0.26</td>
</tr>
<tr>
<td>OF Information Gain</td>
<td>0.12</td>
<td>0.12</td>
<td>0.17</td>
<td>0.06</td>
<td>0.2</td>
<td>0.16</td>
<td>0.08</td>
<td>0.13</td>
<td>0.16</td>
</tr>
<tr>
<td>Entropy</td>
<td>-0.21</td>
<td>0.48</td>
<td>0.32</td>
<td>0.09</td>
<td>0.48</td>
<td>0.45</td>
<td>0.08</td>
<td>0.35</td>
<td>0.32</td>
</tr>
<tr>
<td>OF Entropy</td>
<td>0.11</td>
<td>0.28</td>
<td>0.25</td>
<td>-0.12</td>
<td>0.08</td>
<td>0.06</td>
<td>-0.07</td>
<td>-0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>Graph Entropy</td>
<td>-0.72</td>
<td>-0.28</td>
<td>-0.65</td>
<td>-0.01</td>
<td>0.44</td>
<td>0.1</td>
<td>-0.26</td>
<td>0.15</td>
<td>-0.21</td>
</tr>
<tr>
<td>OF Graph Entropy</td>
<td>0.2</td>
<td>0.28</td>
<td>0.29</td>
<td>0.21</td>
<td>0.17</td>
<td>0.32</td>
<td>0.18</td>
<td>0.08</td>
<td>0.21</td>
</tr>
<tr>
<td>Connectivity</td>
<td>0.26</td>
<td>0.13</td>
<td>0.19</td>
<td>-0.24</td>
<td>0.03</td>
<td>-0.07</td>
<td>0.08</td>
<td>0.13</td>
<td>0.15</td>
</tr>
<tr>
<td>OF Connectivity</td>
<td>-0.06</td>
<td>0.08</td>
<td>0.03</td>
<td>-0.2</td>
<td>-0.02</td>
<td>-0.05</td>
<td>-0.16</td>
<td>-0.07</td>
<td>-0.03</td>
</tr>
<tr>
<td>Local Integration</td>
<td>0.25</td>
<td>0.04</td>
<td>0.14</td>
<td>-0.21</td>
<td>0.01</td>
<td>-0.06</td>
<td>0.05</td>
<td>0.06</td>
<td>0.12</td>
</tr>
<tr>
<td>OF Local Integration</td>
<td>-0.02</td>
<td>0.12</td>
<td>0.07</td>
<td>-0.18</td>
<td>0.02</td>
<td>-0.01</td>
<td>-0.14</td>
<td>-0.04</td>
<td>0.0</td>
</tr>
<tr>
<td>Global Integration</td>
<td>-0.03</td>
<td>-0.04</td>
<td>-0.09</td>
<td>0.2</td>
<td>0.32</td>
<td>0.2</td>
<td>-0.02</td>
<td>0.04</td>
<td>-0.08</td>
</tr>
<tr>
<td>OF Global Integration</td>
<td>0.12</td>
<td>0.23</td>
<td>0.17</td>
<td>-0.11</td>
<td>0.23</td>
<td>0.11</td>
<td>0.04</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Random</td>
<td>0.1</td>
<td>0.04</td>
<td>0.1</td>
<td>-0.16</td>
<td>0.07</td>
<td>-0.13</td>
<td>0.13</td>
<td>-0.02</td>
<td>-0.01</td>
</tr>
</tbody>
</table>

**Fig. 5.** Correlations between frequency of decision-point occurrence in route directions using computer-generated routes, and the calculated salience scores. Colored cells are significant, $p < .05$. Route 1 to the left, route 2 in the middle, combined routes 1 and 2 to the right. Due to different numbers of points in the good, poor, and overall classes for routes 1 and 2, values for significant correlations are different for each column of results. Outflux is abbreviated as “OF.”
Fig. 6. Correlations between frequency of decision-point occurrence in route directions using human-subject route traversals, and calculated decision-point salience. Colored cells are significant, $p < .05$. Route 1 to the left, route 2 in the middle, combined routes 1 and 2 to the right.
significant correlations for cognitively ergonomic route directions using landmarks and those that did not. Consequently, results based on ‘landmark data’ are not reported here. The lack of any effect of incorporating landmarks may be attributed to the chosen environmental setup. Routes in the environment were relatively short, often exhibiting several turns. Typically, each turn marks a salient action and, consequently, a decision point in the route directions. If routes are short, chunks can be created based on a principle of counting intermediate decision points (‘turn right at the third intersection’), compared to long routes where landmarks are required to mark these turning points (‘turn right at the church’ vs. ‘turn right at the 21st intersection,’ an instruction that is hard to execute due to the likelihood of miscounting or missing intersections; cf. [23,20]). Another factor could be that the landmarks chosen based on our knowledge of the area could be different from what in situ wayfinders navigating a new area would consider as landmarks.

Thus, while the use of landmarks may make the generated route directions easier to understand, by the nature of the experimental design, here they are not crucial in combining instructions. This study looks only at the frequency of decision points in route directions, not the ease of understanding. However, the results may also suggest a more general effect that cognitive salience is more a function of the structure of space (i.e., structural salience) than of visually or semantically salient features, such as landmarks. Future work will study this effect further.

6.2 Cognitive versus Computational Salience

With respect to computational salience (i.e., the importance of decision points for classifying wayfinders), Takemiya and Ishikawa [38] recommended the use of outflux local integration, which measures the local graph-theoretic connectedness of a decision point to nearby points; for computing cognitive salience, outflux probability was recommended.

In the present study, consistent across all results is the significance of the correlation between the frequency of decision points in route directions and the probability that decision points occurred in route traversals (except for some of the poor wayfinding ability results using human-subject data). This indicates that some decision points are crucial for successfully navigating an environment, and that these will also be pointed out in instructions on how to navigate the environment: cognitively ergonomic route directions highlight those points along a route that are important for successfully finding the way to a destination. Since outflux probability, a derivative of probability, was recommended in [38] for cognitive salience, our results support the importance of probability for cognitive salience. This is further emphasized by the significantly correlated outflux probability for the generated ‘overall’ routes for route 2. Since this relationship is only seen in this setting, it is likely that the structure of the environment contributed to this relationship. Future work will explore the relationship between environmental structure, probability of point traversal, and cognitive salience.
The results also indicate that some of the measures used for calculating salience scores (see Section 3) are only relevant for classifying wayfinders, but have no relationship to route directions and, thus, to communication. There are no significant correlations with local measures of graph-theoretic connectivity (i.e., connectivity and local integration), which were previously identified to be suitable for calculating computational salience. This is somewhat intuitive. Since those decision points with high frequency in route directions are important for successfully navigating an environment, they will be traversed by a variety of wayfinders (good and poor), which makes them less useful for discriminating classes of wayfinding performance.

6.3 Incorporating Decision-Point Salience into Route Directions

The results provide a quantitative basis for determining important points for wayfinding. Overall, when the abilities of wayfinders are unknown, probability, information gain, entropy, graph entropy, and outflux graph entropy will all work well for determining points that are crucial for successfully navigating an environment. Generating cognitively ergonomic route directions that incorporate instructions to pass these points will reduce cognitive load and likely will decrease wayfinding errors.

Moreover, generating and presenting high-level information on a route (the overview information discussed in [32]) may help to prepare wayfinders for what is to come and, this way, may reduce the negative effects that have been identified for current navigation services (cf. [16,30,34]). Focusing on the salient decision points in the overview information will highlight the crucial spots along a route and will ensure that they are already known to a wayfinder prior to route-following.

Furthermore, notable differences between good and poor routes exist for salience scores based on information-theoretic methods. For routes 1 and 2, the significant correlations with entropy and graph entropy differed between good and poor wayfinders. This may be exploited to identify these good and poor wayfinders, which can be done online as demonstrated by [39]. This way, route directions can be adapted (online as well) to an individual’s wayfinding performance by, for example, providing more details to poorer wayfinders while presenting good wayfinders with more concise instructions that may focus on the identified crucial decision points.

Future work will examine specific ways of incorporating salience information into route directions and the generation of overview information on a route, and test this empirically.

7 Conclusions

Decision points are the key locations where humans navigating an environment must decide which of several available paths to take to their destination. The present work explores the relationship between the importance of decision points
to both cognitively ergonomic route directions and to wayfinding behavior. A variety of algorithms were used to calculate the salience—or importance—of decision points; these were correlated with the frequency of decision points’ occurrence in cognitively ergonomic route directions.

Our results show that salience scores based on the probability of a decision point being traversed, as well as information-theoretic quantities, are significantly correlated with frequency of decision points in cognitively ergonomic route directions. This outcome suggests the efficacy of using salience scores to improve the automatic generation of route directions. Finally, incorporating our method of calculating computational and cognitive saliences into existing frameworks for using cognitive salience in route directions is an obvious step for future work.
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Abstract. Learning in science requires the ability to think spatially and gesturing has been shown to ground students’ understanding of spatial relationships. However, despite theoretical reasons to hypothesize a relation between the use of gesture and science understanding, few studies provide strong empirical evidence of a link between these factors. In the present study, we explored whether spontaneous use of gesture is associated with children’s understanding of spatially intensive geoscience concepts. Eight- to sixteen-year-old children (N = 27, M = 11.79 yrs) were provided instruction about the causal mechanisms of mountain and volcano formation and were then interviewed for their understanding of these mechanisms. Analyses of children’s responses to the interview questions revealed significant positive correlations between children’s knowledge of geoscience and the spontaneous production of iconic, content-relevant gestures. These findings help to empirically establish a long hypothesized link between gesture and science understanding, and suggest that gesturing may facilitate understanding of difficult spatial science concepts.
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1 Introduction

Scientists often gesture when they reason about and explain science concepts (Goodwin, 2007; Kastens, Liben, & Agrawal, 2006; Resnick, Atit, Goksun, & Shipley, 2011). This phenomenon is not surprising, given that gesturing can facilitate spatial reasoning (Alibali, 2005; Goldin-Meadow, 2000) and spatial reasoning is an
important aspect of learning and communicating scientific concepts. For instance, recent studies have documented empirical links between spatial reasoning abilities and understanding in scientific disciplines (Kozhevnikov, Motes, & Hegarty, 2007; Coleman & Gotch, 1998; Hegarty, Crookes, Dara-Abrams, & Shipley, 2008; Orion, Ben-Chaim, & Kali, 1997). Furthermore, real-world scientists commonly utilize spatial representational tools – such as models (Nersessian, 2009), diagrams (Novick, 2006), and sketching (Ainsworth, Prain, & Tytler, 2011) – along with gestures (Goodwin, 2007; Kastens, Liben, & Agrawal, 2006; Resnick, Atit, Göksun, & Shipley, 2011) to reason about scientific concepts.

Though scientists often utilize representational tools such as gesture, still relatively little is known about the relationship between novice science learners’ spontaneous use of gesture during the course of science learning. Gesturing might be particularly important for novices who lack the domain knowledge and spatial reasoning abilities of highly trained scientists. The present study focuses on the use of gesture and its relation to children’s understanding of elementary geoscience concepts, which is one of the most spatially intensive amongst the scientific disciplines (Hegarty, Crookes, Dara-Abrams, & Shipley, 2008; Jee et al., 2010; Kastens, Liben, & Agrawal, 2008; Liben, Kastens, & Christensen, 2011). We first review literature outlining how gesture influences spatial thought, and then we discuss the role that gestures may play in the acquisition of early geoscience concepts.

1.1 Gesture and Spatial Reasoning

Prior research has revealed at least three ways in which gesturing augments spatial reasoning. The first is that gesture promotes attention to spatial information (Alibali, 2005; Alibali, Spencer, Knox, & Kita, 2011; Rimè, Shiaratura, Hupet, & Ghysselinckx, 1984). For example, Sauter and colleagues showed that eight- to ten-year-old children who used gestures in communicating relations among locations tended to produce more spatial information in their speech than children who did not use gesture (Sauter, Uttal, Alman, Goldin-Meadow, & Levine, in press). In addition, children who produced gesture-speech mismatches when predicting which way a balance beam will fall – that is, their gestures reflected distance information but their speech reflected only weight information – were more likely than children who did not produce such gesture-speech mismatches to explicitly recognize the importance of both weight and distance information later on in learning (Pine, Lufkin, & Messer, 2004). Thus, recruitment of gesture can cue attention to spatial information.

Another way in which gesture can augment spatial thinking is that it can allay demands placed on working memory. De Ruiter (1998) found that speakers were more likely to gesture when they needed to convey spatial information of objects and when visual representations of those objects were unavailable. This finding was replicated with both objects that were difficult to verbally describe (e.g., patterns of lines as shapes), as well as with objects that were easily verbalized (e.g., a flower, a clock, etc; Morsella & Krauss, 2004). Taken together, these studies suggest that gesture acts as a representational tool that allows speakers to more fluently and accurately convey spatial content (Alibali, 2005; Wesp, Hess, Keutmann & Wheaton, 2001).
Finally, gesture appears to facilitate the spatial reasoning process itself. A number of studies have found that participants who spontaneously gesture during spatial tasks perform better at those tasks than individuals who do not gesture (e.g., Cook & Goldin-Meadow, 2006). Rauscher, Krauss, and Chen (1996) found that participants who were prohibited from gesturing while describing a series of action cartoons verbally produced less spatial content than participants who were allowed to gesture. Another study showed that even preschool-age children benefit from gesturing in spatial transformation tasks (Ehrlich, Levine & Goldin-Meadow, 2006; Ping, Ratliff, Hickey, & Levine, 2001).

In sum, gesturing can act as a useful representational tool for thinking about spatial information for both children and adults. Next we consider how gesture may influence students’ reasoning in the highly spatial domain of geoscience.

1.2 Gesture and Geoscience Learning

Prior research suggests that expert geoscientists frequently utilize gesture during the course of scientific reasoning. For example, Kastens, Liben, and Agrawal (2008a) documented geoscientists’ use of gesture as they attempted to integrate 3-D models of geological structures with their observations of artificial rock outcrops. This investigation revealed that geoscientists repeatedly made deictic (i.e., pointing) and iconic (i.e., hand movements intended to represent concrete entities) gestures to refer to and describe geological phenomena. Similar findings are reported when structural geology experts were asked to read and explain a geologic map (Resnick, Atit, Goksun, & Shipley, 2011).

To our knowledge, however, only a handful of studies have addressed whether novice geoscience learners spontaneously utilize gesture. One case study followed a group of three 6th-grade students in depth over the course of a unit on plate tectonics (Singer, Radinksy, & Goldman, 2008) and found that students used gestures to create a shared representation, sometimes correcting or modifying their peers’ gestures during the course of learning. In addition, Liben, Christensen, and Kastens (2010) asked university students to complete tasks related to the geologic concepts of strike and dip (i.e., of methods of describing the orientation of tilted layers of rock in three-dimensional space) and found that students who had no prior experience with the geologic terms were the only group of participants who gestured during the reading task.

Though these studies provide valuable process descriptions of how experts and novices incorporate gestures when learning geoscience, the nature of the relationship between gesturing and geoscience learning is still unclear: do novice geoscience learners gesture more frequently? Or do they gesture less and simply make better use of gestures that they produce? In this paper, we report an analysis of novice learners’ gesturing in a laboratory investigation.

1.3 The Present Study

The primary aims of the present study were to explore 1) whether there is a relationship between gesturing and children’s geoscience understanding, and 2) to document the nature of this relationship. This research was conducted within the context of teaching children about an important concept in elementary geoscience education: plate tectonics. Plate tectonics is the study of how the earth’s plates are...
driven and shaped by geological forces that keep them in constant motion, which is a fundamental mechanism involved in the formation of volcanoes and mountains. Despite its importance, however, children have been shown to exhibit a variety of misconceptions in this domain (Gobert, 2004; Matlen, Vosniadou, Jee, & Ptouchkina, 2011; May, Hammer, & Roy, 2006).

Given that expert scientists commonly gesture, and that gesturing facilitates spatial reasoning in cognitive tasks (e.g., Alibali et al., 2011; Cook & Goldin-Meadow, 2006), we hypothesized that children who spontaneously produce gestures would exhibit better understanding of geoscience overall than children who do not use gestures.

2 Method

The study reported in the present paper was part of a larger experiment that investigated the use of instructional text and graphics on the teaching of geoscience concepts. Here, we report the methods and results relevant to our investigation of gesturing and geoscience learning.

2.1 Participants

Participants were 27 eight- to sixteen-year-old children (\(M = 11.79, SD = 2.29\), 14 girls, 13 boys) recruited from the Pittsburgh area. We recruited children from this age range to represent a broad sample of K – 12 students.

2.2 Materials and Procedure

All children were tested individually in a laboratory at Carnegie Mellon University. The experiment was comprised of two phases – the instruction and interview phases – that are described in detail below.

Instruction Phase. Children were asked to view instruction on a computer screen that consisted of both pictures and words that pertained to the topic of plate tectonics. Children were allowed to take as long as they needed to read and study the instruction. The instructional material comprised 15 slides, each slide included a short instructional text and a static picture designed to illustrate the geological phenomena mentioned in the text\(^1\). An example of one of the slides is provided in Figure 1\(^2\).

\(^1\) Subjects received one of three versions of the pictures: 1) an abstract version that was devoid of color, 2) a relevant concrete version that consisted of colors for relevant concepts (pictured in Figure 1), and 3) a concrete version that consisted of colors for relevant concepts as well as other non-relevant pictures, such as airplanes or clouds surrounding the Earth. No differences were found in children’s interview performance, gestures produced, or motivation produced as a function of the type of pictures they were instructed with (all \(p >.10\)), therefore, we collapse students’ performance across these groups.

\(^2\) This diagram is intended to be schematic in nature and is therefore simplified such that it ignores the issue of scale and conveys only very basic concepts in plate tectonics (i.e., that plate movement – caused by heat in the Earth’s interior – causes Earth’s geological change). The design of the diagram was based on an informal review of graphics commonly used in elementary-school science textbooks.
Fig. 1. An example slide from the instruction

The instruction covered three important boundary types: 1) oceanic – oceanic divergent boundaries where mid-oceanic ridges form, 2) continental – continental convergent boundaries where mountain ranges form, and 3) continental – oceanic convergent boundaries where volcanic mountain chains form.

After reading the instruction, children filled out a motivation questionnaire that consisted of six statements. Students were asked to rate, on a scale from 1 – 7, how much they agreed with each of the statements, with 7 meaning “strongly agree” and 1 meaning “strongly disagree”. The statements pertained to the extent to which children considered plate tectonics to be 1) exciting, 2) fun, 3) important, 4) useful, 5) desirable to learn more about, and 6) desirable to take as a class at their school.

Interview Phase. During the interview phase, children were videotaped while they verbally answered questions from the experimenter about plate tectonics. Children were asked a total of ten questions in a fixed order. The first six questions pertained to concepts that children had learned about during the instruction (e.g., what causes the Earth’s plates to move?). The final four questions consisted of showing children pictures of actual geological formations on Earth (e.g., the Himalayas). Then, children were provided a short description of the geological formation and were asked how they thought it formed (e.g., “This is the Himalayan Mountain Range located in India,” [Experimenter points to the field-photograph depicting the Himalayas] “it is the tallest mountain range in the world. How do you think the Himalayan mountain range formed?”).
2.3 Scoring

To code for accuracy during the interview phase, an ideal answer was generated for each question and then broken down into individual knowledge components (henceforth referred to as “KC’s”; see Koedinger, Corbett, & Perfetti, in press)\(^3\). For example, for the question “How do mountains form?”, the associated knowledge components were 1) two continental plates, 2) collide, and 3) produced an upward force. The first and third authors coded a random selection of 25% of the videos for the presence of KC’s in each child’s responses. Overall, the raw inter-rater agreement was \(r = .94\), kappa = .85. The first author then coded the remainder of children’s responses. The score on the motivational questionnaire was the sum of the points for each question.

2.4 Gesture Coding

In order to analyze children’s spontaneous use of gesture during the interview, we coded children’s hand and arm movements into one of three categories: 1) KC-relevant gestures, 2) KC-irrelevant gestures, and 3) unrelated gestures. Both KC-relevant and KC-irrelevant gestures were “iconic” in that they referred to concrete entities (Roth & Lawless, 2002) in the domain of geoscience, where KC-relevant gestures pertained to geoscience phenomena that corresponded to a KC of a given question (e.g., a circular hand-motion to represent a convection current in response to the first question) and KC-irrelevant gestures pertained to concepts in geology, but did not correspond to any of the KC’s of a given question (e.g., short, rapid movements of the hands to represent an earthquake). Unrelated gestures were either iconic gestures referring to concrete entities not related to geoscience content (e.g., a ship). The first and third authors coded a random selection of 25% of the videos for the presence of each type of gesture. On average, the raw inter-rater agreement was \(r = .94\), kappa = .84. The first author then coded the remainder of the videos for the presence of each gesture type.

3 Results

3.1 Correlational Analyses

In total, we identified 270 KC-relevant gestures, 160 KC-irrelevant gestures, and 56 unrelated gestures. We first conducted correlations to see if children’s age, gender, and motivation scores correlated with the proportion of KC-relevant gestures produced (i.e., relative to all gestures they produced) and the proportion of KC’s children correctly identified during the interview (henceforth referred to as “interview accuracy”). There were no significant correlations between children’s motivation scores, gender, interview accuracy, and proportion of KC-relevant gestures produced (all \(p > .44\)). However, age was significantly correlated both with interview accuracy (\(r = .453, p < .05\)) and with the proportion of KC-relevant gestures produced (\(r = .446, p < .05\)). In order to control for children’s age, motivation, and gender, partial correlations were conducted for all subsequent correlational analyses.

---

\(^3\) Knowledge components are equivalent to concepts, principles, facts, or skills.
Of primary interest to us was whether the proportion of KC-relevant gestures that children spontaneously produced relative to all gestures produced would correlate with understanding of plate tectonics. Thus, we investigated the correlation on the proportion of KC-relevant gestures children produced by their interview accuracy, which revealed a significant, positive correlation ($r = .668, p < .001$) (see Figure 2). There was also a significant positive correlation between interview accuracy and the raw numbers of KC-relevant gestures children produced ($r = .575, p < .005$).

![Fig. 2. Proportion of KC-relevant gestures produced as a function of interview accuracy](image)

To examine whether other types of gestures correlated with geological understanding, we computed two more correlations, one on the proportion of KC-irrelevant gestures and interview accuracy, and another on the proportion of unrelated gestures and interview accuracy. These analyses revealed no significant relationship between the proportion of unrelated gestures and interview accuracy ($p > .52$). However, there was a significant, negative correlation between the proportion of KC-irrelevant gestures and interview accuracy ($r = -.663, p = .001$).

### 3.2 High- vs. Low-KC-Gesturers

To further explore the robustness of the relationship between KC-relevant gestures and geology understanding, we parsed children using a median split based on the proportion of KC-relevant gestures produced ($Med = .61$). This division created two groups: a “High-KC-gesturers” group and a “Low-KC-gesturers” group (High-KC-gesturers produced a significantly higher proportion of KC-relevant gestures $M = .77, SD = .13$ than Low-KC-gesturers $M = .33, SD = .23$; $t(24) = 5.87, p < .001$). There were no significant differences between High- and Low-KC-gesturers with regard to their motivation scores or gender (all $ps > .24$). There was a significant difference

---

4 One child never gestured and therefore was not included in this analysis.
between the ages of each group, with the High-KC-gesturers ($M = 12.78$ yrs, $SD = 1.89$ yrs) slightly older on average than the Low-KC-gesturers ($M = 10.97$ yrs, $SD = 2.4$ yrs; $t(24) = 2.08$, $p < .05$). Importantly, High-KC-gesturers evidenced significantly higher interview accuracy ($M = .73$, $SD = .17$) than Low-KC-gesturers ($M = .41$, $SD = .26$; $t(24) = 3.75$, $p < .001$).

Do High-KC-gesturers simply gesture more often than Low-KC-gesturers? To directly explore this possibility, we conducted an independent samples t-test on the total number of gestures (i.e., KC-relevant, KC-irrelevant, and unrelated gestures) produced by both High- and Low-KC-gesture groups. This analysis revealed no differences between the groups (for the High group $M = 18.54$, for the Low group $M = 18.08$) $t(24) = .08$, $ns$. Additionally, to directly test whether there were differences in the types of gestures produced by High- and Low-KC-gesturers, we conducted a 2 (KC-gesturer: High vs Low) x 3 (gesture type: KC-relevant, KC-irrelevant, and unrelated) mixed ANOVA on the raw number of gestures produced, which revealed a significant effect of gesture type $F(2,48) = 19.59$, $p < .001$, qualified by a significant interaction $F(2,48) = 8.11$, $p = .001$ (see Figure 3). Post-hoc tests revealed that Low-KC-gesturers produced a significantly higher number of KC-irrelevant gestures ($M = 8.31$, $SD = 7.51$) than High-KC-gesturers ($M = 3.23$, $SD = 3.42$; $p < .05$), that High-KC-gesturers produced significantly more KC-relevant gestures than they did KC-irrelevant or unrelated gestures (all $ps > .005$), and that Low-KC gesturers produced significantly more KC-relevant and KC-irrelevant gestures than they did unrelated gestures (all $ps < .01$).

![Fig. 3. Mean number of raw types of gestures produced as a function of whether children were categorized as High- or Low-KC-gesturers. Error bars represent standard errors of the mean.](image-url)
4 Discussion

The primary aim of the present study was to determine whether children’s gesturing was associated with their understanding of geoscience concepts. We found that students who produced a higher proportion of KC-relevant gestures were more likely to understand geoscience-related concepts, even when controlling for children’s age, motivation, and gender. Moreover, both high- and low-KC-gesturers produced a similar amount of gestures overall, suggesting that it was not the amount, but rather, the content of children’s gestures that predicted geoscience knowledge. This study is among the first to report a quantitative relationship between the frequency of children’s gesturing and the understanding of a spatially demanding scientific concept. Our findings suggest that gesturing may even facilitate the process of learning science concepts, an insight that could have important implications for learning and instruction in science education.

However, due to the correlational nature of the present study, it is difficult to determine whether gestures caused or simply reflected geoscience understanding. Since in our task, children were asked to explain geoscience concepts to the experimenter, gesture may have assumed primarily a communicative role: those children who demonstrated better understanding of plate tectonics may have been better able to convey those concepts in gesture. Since a number of qualitative studies have shown that gesturing plays an important role in the acquisition of scientific concepts (e.g., Crowder, 1996; Roth, 2000), we surmise that children’s gesturing may also have facilitated scientific understanding, but future research is needed to further examine this issue.

As the present study cannot tease apart the causal nature of gesturing and geoscience understanding, our future aim is to directly examine whether encouraging gesture causes increased geoscience understanding. Specifically, we are currently conducting a follow-up study in which we systematically compare the learning and transfer of children who are directly encouraged to gesture during the learning phase vs. those who are inhibited from gesturing. If gesturing does influence understanding, we would expect the gesture group to show stronger performance - as well as more frequent use of relevant gestures – on a post-test interview, similar to the one reported in this study.

In sum, though the present study is preliminary in nature. It is the first to our knowledge to document a quantitative relationship between gesturing and geoscience understanding in children. Although this relationship is correlational, these findings raise the possibility that incorporating and directly teaching gestures within the classroom will offer support for struggling students. At minimum, our results provide an empirical basis for the future investigation of this possibility.
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Abstract. People often carry out tasks that entail coordinating spatial information encoded in temporally and/or spatially distinct perceptual experiences. Much research has been conducted to determine whether such spatial information is integrated into a single spatial representation or whether it is kept in separate representations that can be related at the time of retrieval. Here, we review the existing literature on the integration of spatial information and present results from a new experiment aimed at examining whether locations encoded from different perspectives in the same physical environments are integrated into a single spatial representation. Overall, our findings, coupled with those from other studies, suggest that separate spatial representations are maintained in memory.

Keywords: Integration of spatial information, Reference frames, Spatial memory organization, Perspective taking.

1 Introduction

Much of our everyday activity relies on retrieving spatial information from memory. For example, when planning a route prior to navigating a familiar environment we typically consider where the goal location is relative to our starting point, but also how landmarks along the route relate spatially to each other. Also, during navigation we must monitor our orientation by determining where we are in relation to immediate and distal landmarks. To carry out such tasks effectively, we must construct accurate spatial representations when we experience the space (e.g., when navigating a city for the first time) and maintain those representations in memory. Whereas in some cases people construct spatial representations by experiencing multiple locations simultaneously or near simultaneously from a fixed standpoint (e.g., when looking at a small room from its entrance, or when inspecting a table-top arrangement of objects from a specific direction), in other cases, they do so by experiencing locations at different times and typically from different viewpoints (e.g., viewing objects by moving within a multi-room house).
Previous research has established that people can successfully compute the relations between locations acquired through distinct experiences (e.g., they can point to unseen distal landmarks with above chance accuracy). However, what is not yet clear is whether people integrate spatial information experienced at different points in time into a single spatial representation or maintain it in distinct representations that can be related at task execution. In the present paper we review literature that can shed light on this issue. In section 1, we provide a brief introduction on how people organize in spatial memory information experienced simultaneously (or near-simultaneously). This introduction highlights that objects that can be viewed at once, typically as part of a layout that is external to the observer, are stored in a single representation maintained in memory from a preferred direction. Next, in section 2, we present evidence that locations encoded sequentially within the same spatial environment are also remembered from a preferred direction, which suggests that they are integrated into a single representation. Finally, in subsequent sections we discuss the results from studies that have examined, using different paradigms, spatial memory for temporally and/or spatially separated layouts. Findings from these studies generally suggest that spatial information is not integrated into a single representation, although often experiencing one layout may influence the way objects in subsequent layouts are encoded.

2 Memory for Locations Viewed Simultaneously

Mounting evidence suggests that locations in spatial layouts are encoded on the basis of allocentric reference frames that are maintained in memory in a preferred direction (McNamara, 2003; Mou & McNamara, 2002). Such evidence comes from studies that examine the organizational structure of spatial memories by having participants study a layout from an external standpoint and then, in a different laboratory room, make Judgments of Relative Direction (JRD); that is, respond to statements of the form “Imagine standing at x facing y, point to z”, where x, y, and z are objects from the memorized layout. These studies generally show that pointing performance is faster and/or more accurate from one or more imagined perspectives. This is typically interpreted as evidence that during learning, participants created a spatial representation that was stored in memory from a particular orientation, axis, or set of axes (see McNamara, 2003 for a review).

Many studies in this area have focused on identifying the factors that determine the preferred direction(s) from which spatial memories are maintained. For example, environmental cues play an important role in selecting a preferred direction in memory (Shelton & McNamara, 2001). In this study, participants studied a layout of 7 objects placed on a square mat within a rectangular room. In one experiment the edges of the mat were aligned with the walls of the room and participants viewed the objects from two standpoints: one that was aligned with the mat and the walls of the room (0°) and one that was not (135°). Viewing order was counterbalanced across participants. Subsequent JRD testing revealed that, for both viewing orders, performance was better when responding from the aligned 0° than from the misaligned 135° perspective,
which was no better than the remaining non-experienced perspectives. That participants used the array’s alignment with respect to the room over their own misaligned orientation as an organizing axis, highlights how powerful environmental cues are when selecting a preferred direction in memory. Similarly, other studies have provided evidence that other cues available during learning may determine the preferred direction. These cues include the presence of an axis of bilateral symmetry (Mou, Zhao, & McNamara, 2007), instructions (Greenauer & Waller, 2008), and other things being equal, egocentric experience (Shelton & McNamara, 1997).

In summary, research with scenes external to the observer indicates that spatial information is maintained in memory from a preferred direction that is selected during learning based on available cues. This suggests that if locations encoded in distinct experiences are integrated into a single spatial representation, this representation should have a preferred direction observable in subsequent testing. In the next section we discuss whether locations encoded sequentially are indeed maintained in a single representation.

3 Memory for Locations Viewed Sequentially

In contrast to studies with table-top displays and other layouts that can be viewed at once, studies have also examined spatial memories for room-size environments in which not all objects can be viewed simultaneously. A typical set-up involves objects that are placed around the observer at different angles (e.g., Hodgson & Waller, 2006; Kelly, Avraamides, & Loomis, 2007). Being positioned within or internal to the layout, the observer must thus move her head or body in order to inspect all locations. Despite this additional requirement, which results in processing locations sequentially, to the best of our knowledge, no study has reported any differences in the organizational structure of memories in which the observer’s position is interval vs. external to the layout.

In fact, people’s memories for scenes viewed sequentially, while being internal to the scene, seem to be organized around the same principles as their memories for table-top scenes and scenes viewed at once. For example, Kelly et al. (2007) extended findings regarding the organization of memories for externally viewed scenes to scenes viewed internally, within a virtual-reality environment. In this study, participants learned the locations of 8 objects placed in the corners of an octagonal virtual room. All participants began inspecting objects from the same orientation but were then allowed to freely rotate and study the layout from any orientation and for as long as they wanted. Due to the narrow horizontal field of view of the Head-Mounted-Display (HMD) that was used, no more than 2 objects could be viewed simultaneously from any orientation, ensuring their sequential viewing. Following learning, participants were tested using JRD while standing in either the same room in which learning took place or in a different room, and while assuming an orientation that was offset by 90° to the left or right of the learning orientation. Participants tested in a different room exhibited superior performance when pointing to objects from an imagined orientation that was aligned with the initial orientation they had during
learning. This result replicates previous findings from studies with external scenes showing that in the absence of other cues or instructions, egocentric experience is used to determine a preferred direction in memory (Shelton & McNamara, 1997). In addition, those tested in the same room also did well when they responded from an orientation that was aligned to their actual testing orientation. This advantage for people’s actual orientation at the time of retrieval has also been documented with external layouts (Mou, McNamara, Valiquette, & Rump, 2004).

The parallel results from studies with internal vs. external layouts suggest that people can easily integrate into a single spatial representation locations that are encoded sequentially. This conclusion is further corroborated by the findings of a study that manipulated the temporal presentation of to-be-learned targets. Avraamides, Loomis, Klatzky, and Golledge (2004) asked participants to indicate the relative direction and distance between pairs of objects that they had previously encoded by vision or spatial language. For our purposes, the experiments where objects were encoded through vision are pertinent. In one experiment, four visual targets were presented simultaneously in the frontal visual field of participants, whereas in a second experiment, the same targets were presented sequentially and in isolation (i.e., the previous object was removed before a new one was placed). Regardless of how participants had encoded visual targets across the two experiments, both their response latency and the standard deviation of their signed pointing errors were equivalent.

Overall, results from studies in which the encoding of spatial locations occurs incrementally within the boundaries of the same physical space suggest that people have no difficulty integrating information within a single spatial representation. In the next section, we discuss studies that have examined whether people integrate spatial locations encoded with greater temporal separation.

4 Integration of Layouts with Extended Temporal Separation

As our review so far suggests, when people encode spatial locations sequentially (typically as observers internal to the scene) they easily integrate into a single representation. However, it is unclear whether they also do so when the temporal separation between locations is greater than the time needed to turn their head to view an object. Do they keep these locations in distinct representations or do they integrate them in a single representation?

Studies with large-scale environments provide converging evidence that these environments are also represented in memory from preferred directions. For example, Werner and Schmidt (1999) showed that people in Göttingen, Germany pointed faster and more accurately to landmarks in their city when imagining themselves at orientations that were aligned than misaligned with the two streets of a main intersection. This suggests that their spatial memory was maintained from preferred directions that were determined by the structure of the environment. Findings from McNamara, Rump, and Werner (2002) corroborate further this conclusion. In this study participants navigated a park following one of two paths. One path was aligned
with the intrinsic axes of a salient landmark (i.e., a Parthenon replica) and the other one was misaligned. Then, while in the lab, they pointed towards various park objects from imagined perspectives. Results revealed that participants walking the aligned path pointed more accurately from (1) perspectives aligned with the legs of the path and the intrinsic axes of the Parthenon, and (2) a perspective oriented towards a second salient landmark (i.e., a lake). Those walking the misaligned path pointed more accurately from the perspective oriented towards the lake, with accuracy for the remaining perspectives decreasing with increasing angular disparity from that perspective. Thus, in both cases participants organized their memories on the basis of a reference frame that was intrinsic to the layout, with the preferred direction being influenced by the alignment of the path.

At this point, it should be noted that a small number of studies have provided evidence that spatial reasoning about large-scale or even room-size navigable environments is orientation-independent (e.g., Evans & Pezdek, 1980; Presson, DeLange, & Hazelrigg, 1987; 1989). For example, in one experiment, Evans and Pezdek had college students judge the depicted spatial relations of triads containing either campus landmarks or American States, with the triads shown at various orientations. When participants judged relations among triads of States, their response latency increased linearly as a function of the angular deviation of the triad from the upright orientation typically shown in a map. However, when judging campus landmarks, which were presumably encoded in memory through active exploration as opposed to observing a map, this wasn’t the case: participants judged the campus triads equally fast from every presented orientation. Although this finding may suggest that the spatial representation containing campus landmarks was orientation-free, an alternative possibility is that students had experienced campus landmarks from various orientations and constructed a representation with multiple preferred directions. But there is evidence that even unfamiliar environments may be represented in orientation-independent representations, as suggested by participants’ memory performance after walking long paths in the laboratory (Presson, DeLange, & Hazelrigg, 1987; 1989). However, subsequent studies have failed to replicate such orientation-independence for unfamiliar environments, suggesting that they may be limited to the specific testing situations employed by Presson and colleagues (see Roskos-Ewoldsen, McNamara, Shelton, & Carr, 1998; Waller, Montello, Richardson, & Hegarty, 2002). In general, the majority of studies on both outdoor and indoor navigable environments suggest that the constructed memories for these environments are orientation-dependent, just like the memories for locations that are experienced either simultaneously or in close temporal proximity.

A number of studies in which participants experience locations with extended temporal separation allow for further insight into whether the resulting representations are orientation-dependent and whether they involve the integration of locations. In the following subsections we review relevant findings from such studies using different paradigms: studies examining memories for nested environments, studies assessing integration by comparing responses for within- and between-layout judgments, and studies using the transfer of reference frames paradigm.
4.1 **Integration Assessed across Nested Environments**

One approach to examining whether people integrate locations they have encoded with temporal separation is to evaluate their representations of locations in nested environments. Wang and Brockmole (2003a, 2003b) did precisely that by having people reason both about a newly learned local environment (e.g., the research laboratory) and a familiar, large-scale environment in which the new environment was nested (e.g., the campus in which the laboratory is located).

In one study (Wang & Brockmole, 2003a), they examined whether participants arriving at the laboratory would integrate new knowledge about the locations of laboratory objects into their existing spatial representation of the campus. In a first experiment, participants were exposed to a number of laboratory objects and following a brief rotation, they pointed towards both laboratory objects and campus landmarks. Participants made larger configuration errors\(^1\) when pointing to campus landmarks than laboratory objects, suggesting that they held objects from the two environments in distinct representations. Moreover, while heading error\(^2\) was uniformly distributed for laboratory objects, it was randomly distributed for campus landmarks. This suggests that participants remained oriented within the laboratory but failed to relate their orientation to the more distal campus landmarks. In a follow-up experiment, participants walked a route from the laboratory to the campus and back, and pointed towards objects and landmarks along the way. Participants could point correctly to the direction of a campus landmark only when they exited the room. Conversely, once they were on campus grounds they lost track of their orientation relative to the room layout. These findings indicate the newly acquired spatial knowledge for a local layout is not readily integrated during learning into an existing representation of a larger scale environment. Rather, separate representations are maintained. Although this is consistent with accounts of hierarchical representations of space (Hirtle & Jonides, 1985), it is evident that in this study participants did not represent in memory the directional relation between the two spatial representations.

In another study, Wang and Brockmole (2003b) investigated whether people automatically update spatial relations in one environment when rotating with respect to the objects of another environment. Participants, sitting on a swivel chair, learned the locations of laboratory objects and brought to mind the locations of familiar campus landmarks. Then they were asked to physically rotate to various orientations relative to either laboratory objects or campus landmarks, depending on the condition. At the end of a series of rotations they pointed to both laboratory objects and campus landmarks. When participants turned relative to laboratory objects, they were faster to point to these objects than to campus landmarks. In contrast, when they rotated relative to campus landmarks they were equally fast at pointing to campus landmarks and laboratory objects. These findings indicate that participants held laboratory
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1 Configuration Error is the standard deviation of the signed pointing errors. It is a measure of the internal consistency of the spatial representation, i.e., how accurate an object is localized relative to the other objects.

2 Heading Error is the average of the signed pointing errors. Its value is close to 0° when participants are oriented but it is randomly distributed when they are disoriented.
objects in a distinct representation that was automatically updated with rotational movement. This is in line with arguments that spatial updating is limited to objects in one’s immediate surroundings (Wang & Spelke, 2000) that are maintained in a transient sensorimotor representation (Avraamides & Kelly, 2008; Mou et al., 2004; Waller & Hodgson, 2006).

Overall, the results from studies with nested environments suggest that people keep spatial information for each environment in separate representations. Relating information across representations, which presumably takes place when required by the task, may take place but at a considerable performance cost.

### 4.2 Integration Assessed in between vs. within-Layout Judgments

Another approach to examining whether people integrate locations from multiple layouts that they have encoded with temporal separation is to examine their judgments for spatial relations within the same layout vs. between layouts (e.g., Giudice, Klatzky, & Loomis, 2009; Ishikawa & Montello, 2006). If information in the two layouts is integrated into a single spatial representation at encoding then no performance differences are expected when comparing within- and between-layout judgments.

This paradigm has been used to investigate different types of layouts, from large scale environments in studies investigating navigation (Moar & Carleton, 1982; Montello & Pick, 1993; Golledge, Ruggles, Pellegrino & Gale, 1993; Ishikawa et al., 2006) to table-top scenes (Giudice et al., 2009). However, findings from these studies are contradictory.

A number of studies indicate that even though participants are able to relate information derived from separate experiences by performing well above chance, they do better at within- than between-layout trials. For example, Montello and Pick (1993) had participants walk two routes within a building. Participants learned the two routes separately but they were then either verbally informed about the connection between the two routes, or experienced the relationship through navigation. In subsequent testing, participants pointed to non-visible landmarks on the two routes while walking in one of them. Although participants could point to objects in both routes with above chance accuracy, they did better when pointing to objects from the route they were travelling on than the other one. This pattern of results suggested that people did not integrate the spatial information from the two routes into a single representation. Instead, they computed intra-route information at the time of responding. This was also the case in a study by Ishikawa et al., (2006), where participants learned two separate routes by being driven along each route ten times. After the first three experiences a connecting path between the two routes was experienced in the learning routine. At the end of each learning experience participants had to estimate the direction and route distance between four landmarks that were previously experienced along the routes. After the fourth session, participants provided straight line distance and direction estimates between landmarks within and across routes. Participants’ direction estimates across routes were above chance performance, although distance estimates did not differ significantly from guessing. Moreover, as participants gained more experience with the routes their
performance improved. Thus, participants were able to relate to some degree the spatial information from the two layouts. But even so, the performance for between route landmarks was worse than within route landmarks suggesting that the two routes were not integrated into a single spatial representation in memory.

On the other hand, other studies have provided results compatible with integrating information from separate layouts into a single spatial representation (Holding & Holding, 1989; Moar & Carleton, 1982). For example, Moar and Carleton (1982) investigated whether people would integrate information from separately-learned, intersecting routes. Navigation was simulated by showing participants photographs taken from the routes. Participants then had to estimate the distance and direction between two locations presented in two slides on a screen that were either from the same route or from different routes. Participants performed comparably when providing estimates for within-route and cross-route pairs of places, suggesting that they were able to integrate the two routes into a single spatial representation.

A complicating factor from interpreting findings from studies comparing between-layout and within-layout judgments to determine whether single or distinct representations are maintained is that previous research has indicated that spatial performance is influenced by the temporal and spatial separation of locations (McNamara, Halpin, & Hardy, 1992). Studies using within vs. between-layout judgments typically involve learning layouts of objects separately in time (e.g., Ishikawa et al., 2006; but see Greenauer & Waller, 2010). Also, although some studies have controlled for spatial separation (e.g., Giudice et al., 2009; Montello & Pick, 1993), others have not (e.g., Greenauer & Waller, 2010). Furthermore, a study by Greenauer and Waller (2010) demonstrated that despite comparable performance for within- and between-layout judgments, layouts were maintained in distinct representations. In this study, participants studied objects placed in the center of a room forming two adjacent arrays. The two arrays were viewed simultaneously (Exp.1, 2, and 4) or sequentially (Exp.3) and were distinguished by colored disks. Importantly, each array had its own axis of bilateral symmetry which was misaligned with the learning view of the observer, and participants were instructed to learn the layouts along their symmetry axes. JRD responses for within-layout trials indicated that each array was maintained in memory from a different preferred direction that was determined by its axis of bilateral symmetry. In contrast, between-layout responses were facilitated along the direction determined by the learning view of the participant. Thus, despite the similar performance in overall accuracy and latency in within- and between-layout trials, these findings suggest that, in line with theories of hierarchical encoding (Hirtle & Jonides, 1985), the two layouts were organized around distinct microreference frames whose relation was specified by a more global macroreference frame.

One paradigm that controls for the spatial separation of layouts is the transfer of reference frames, which we present in the next section.

4.3 The Transfer of Reference Frames across Layouts

Kelly and McNamara (2010) developed a new method to study how people organize in memory distinct layouts that are learned in sequence (see also Kelly, Avraamides, & McNamara, 2010). This method examines whether the reference frame that is used
to organize the first studied layout is transferred to the encoding of the second layout. It should be noted that finding that a common reference frame is used to encode two layouts does not necessarily mean that the layouts have been integrated into a single representation. However, the opposite finding -- i.e., that each layout is associated with a distinct reference frame (e.g., Greenauer & Waller, 2010)-- is hard to accommodate with a single representation account.

In one study Kelly and McNamara (2010) had participants study an external layout of 7 objects from one of two perspectives (0° or 135°). Following learning, 7 new objects were added to the scene which participants studied from a fixed perspective (135°). Testing with JRD involving only within-layout locations revealed that performance for the second layout was facilitated for imagined perspectives aligned with the study viewpoint of the first layout (0° or 135° depending on condition). According to the authors, participants established a reference frame from the study viewpoint of the first layout and subsequently used it to encode the locations of the second. This is congruent with findings that reference frames established through vision can be later used to encode haptic locations (Kelly & Avraamides, 2011) and vice-versa (Kelly, Avraamides, & Giudice, 2011).

The studies on the transfer of reference frames control for spatial separation of objects by using overlapping layouts. However, as their primary goal was to assess the reference frames used for encoding each layout, they have not included any between-layout judgments. Thus, although their findings are compatible with a single-representation for distinct layouts, they are not conclusive. In the next section we present results from a new experiment aimed at assessing the transfer of reference frames for layouts learned from different perspectives, while also using both within- and between-layout judgments.

### 4.4 Integration of Layouts Encoded from Distinct Perspectives

We have conducted an experiment to examine whether spatial locations in the same physical space but experienced as separate layouts from different perspectives are integrated into a single representation (Adamou, 2011). Meilinger, Berthoz, and Wiener (2011) have also examined the integration of spatial information that was viewed from different perspectives. In their study, participants learned two spatial layouts each containing 3 locations by either viewing both layouts from the same standpoint, or by viewing the second layout upon walking to a different standpoint that was offset by 90° from the first. Following learning, participants in both conditions were instructed to walk the shortest path that linked the 6 locations. Participants were capable of relating spatial information across experiences in order to compute a path: path-planning performance in both conditions was only 3.7% longer than the shortest possible path. Additionally, participants made more errors when walking to targets of the first layout. The authors interpreted this finding as evidence that the locations of the first layout were transformed to the reference frame of the second.

The path-walking task used by Meilinger et al. (2011) relies strongly on participants’ actual orientation and may have encouraged participants to update
spatial information during movement from the first standpoint to the other. Unlike Meilinger et al., we used JRD, an off-line test of spatial memory that is less dependent on the observer’s actual orientation (see Avraamides & Kelly, 2008 for a discussion). Additionally, in contrast to previous studies on the transfer of reference frames (Kelly et al., 2011, 2010), in this study participants were internal to the layout. Participants first learned a layout of four objects from one orientation (0°) while standing in the center of a featureless round room in virtual reality (Fig. 1). Once they memorized the layout, the objects were removed and participants rotated to the left to study a second layout from a different orientation (210°). Following learning, participants moved to a different laboratory and carried out a series of JRD trials (i.e., “imagine facing x, point to y”) using a computerized pointer. Following the logic of previous studies (e.g., Ishikawa & Montello, 2006), trials involved pairs of objects from the same or different layouts.

Fig. 1. A schematic illustration of the two spatial layouts. Participants studied one layout while facing 0° and another while facing 210°. The assignment of layout identity (1 or 2) to learning order (first or second) was counterbalanced across participants. The study viewpoint was always 0° for the layout studied first and 210° for the layout studied second.

Results indicated that performance was above chance in between-layout trials confirming that participants were able to use information from the different layouts to carry out the task. However, they were considerably slower to respond in between-layout than within-layout trials suggesting that the two layouts were not integrated into a single spatial representation. Compatible with this conclusion were the analyses of latency to respond from imagined perspectives: for within-layout trials participants
Latency as a function of imagined perspective in within-layout trials. Only performance for the two viewpoints that were common in the two layouts is shown. Separate statistical analyses considering all imagined perspectives confirmed the presence of a preferred direction aligned with the study viewpoint of each layout. Were faster to respond from the perspective that was aligned with the study viewpoint of the layout ($0^\circ$ or $210^\circ$ depending on learning order) than the other imagined perspectives (Fig. 2).

Latency as a function of imagined perspective and the study viewpoint of the layout from which the orienting object was sampled in between-layout trials.
In between-layout trials, participants were faster to respond from imagined perspectives aligned with the study viewpoint of the layout from which the orienting object (i.e., the one defining the imagined perspective) came (Fig. 3).

The findings from this study indicate that when participants learn separate layouts of objects from different viewpoints, they keep these layouts in distinct spatial representations each with its preferred direction, even when the objects are dispersed within the boundaries of the same physical environment. This is compatible with the claims of Greenauer and Waller (2010) that layouts are maintained in distinct microreference frames. The transfer of reference frame observed in previous studies (e.g., Kelly & McNamara, 2010) did not take place here, but numerous methodological differences could account for this failure to replicate. For example, the first layout was occluded when participants studied the second layout, and the circular room provided no global orientation cues. Further research is needed to determine the necessary conditions for reference frame transfer.

5 Summary and Conclusions

The findings from the studies we have reviewed here suggest that spatial locations encoded in memory as part of distinct perceptual experiences are kept in separate spatial representations. Each spatial representation can be organized around a different preferred direction on the basis of cues that are available during learning (Mou & McNamara, 2002). People are flexible at picking up cues to establish a preferred direction and often transfer such cues from one experience to another (Kelly & Avraamides, 2011). Furthermore, the spatial relation between two or more spatial representations is sometimes directly represented in memory (Greenauer & Waller, 2010) and sometimes not (Wang & Brockmole, 2003a).

Representing objects in memory in small clusters may be beneficial for everyday tasks that typically rely on processing only a small number of locations at a time. For example, on-line tasks such orienting ourselves in the local environment entail processing only a small number of immediate locations. Similarly, off-line tasks such as describing the layout of our house to a colleague who visits our office requires considering only the locations of the distal household objects and ignoring any objects in the immediate environment of the office. Clustering objects into small meaningful representations may thus allow us to activate only the spatial information that is needed at a given moment enabling us to operate within the capacity limits of working memory. Locations at our home can thus be clustered into smaller meaningful units (e.g., defined by rooms) that can be managed more easily during retrieval.

Although people may represent spatial information in appropriate, distinct representations, they are typically efficient at relating spatial information across representations. In the studies we have reviewed, participants could localize objects between layouts well above chance. Thus, when a task requires coordinating information across perceptual experiences, people seem capable of doing so at the time the information is needed (Meilinger et al., 2011). Although a performance cost
is sometimes observed, this cost is by no means dramatic. In fact this cost may be modulated by a number of factors, such as the requirements of the task at hand. Different tasks place different demands on encoding and maintaining spatial relations among locations learned with extended spatial and temporal separation. For example, memorizing a route that one is travelling requires relating spatially the locations encountered on the route (e.g., landmarks, decision-points, etc) and storing these relations in memory. Indeed, neuroimaging studies employing subliminal priming methods have provided evidence that people encode and maintain in memory functional links between locations experienced along travelled routes (e.g., Janzen & Westeijn, 2007; Shinazi & Epstein, 2010). Thus, although people may normally default to maintaining separate representations for spatial representations derived from distinct perceptual experiences, they can integrate information into a single representation either at encoding or at a later stage if the task requires them to do so.
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Abstract. This paper describes an iPad App, known as ‘PeopleWatcher’ created for the real-time recording of wayfinding behaviors in buildings/outdoor environments. Initially the paper reviews other spatial-temporal behavioral recording programs and compares their features to the PeopleWatcher App, which is introduced in the next section. The third section presents a pilot study in which the App was tested and discusses the resultant user feedback. It concludes that the iPad is a particularly useful device for behavioral observations in the field, but that further development, the inclusion of post-experiment data-analyses, could be beneficial for future versions of the App.
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1 Introduction

Since the early 20th Century, researchers of human (and animal behavior) have sought ways to make their observations of behaviors more objective, accurate and less prone to error (particularly see Ittleson et al [16] who developed and popularized behavior mapping/tracking). In the field of spatial behavior, of which wayfinding and navigation research is one sub-category, observational accuracy is required in two dimensions, the accuracy of the spatial location and the precise time of the event being observed (in other words spatial-temporal accuracy). Objectivity can be achieved through the creation of precise definitions and classifications of potential behaviors in conjunction with sufficient training of researchers so that they are able to reliably recognize such events. However, the third requirement, the reduction of human-error in making those observations, is harder to achieve, especially when the environment being observed may be complex or noisy and the numbers of potential participants and different classes of behaviors are large. The cognitive load of an observer, however well trained, might reach the point where human errors can easily
occur\(^1\). Although pen-and-paper methods partially facilitated making accurate and error-free observations, the recent development of mobile computing solutions has served to fill a need for making spatial-temporal observations in the field.

## 2 Precedents

### 2.1 Pre-digital and Early Computerized Methods

This section will start by describing antecedents to the PeopleWatcher App (see figure 1 for a diagrammatic time-line representation of antecedent software), and will cover hand-based and computer-based methods formerly employed by researchers investigating wayfinding and navigational behavior in complex environments. This section will then focus on the small number of recent and contemporary software programs that most closely approximate PeopleWatcher with respect to their intended use and functionality.

The first means of recording wayfinding behavior were manual [16]: the participant would be accompanied by a researcher who could simply record (by drawing) their path onto a pre-prepared map attached to a clipboard. Task times could be recorded in parallel using a stopwatch. The primary form of data was the resultant paths or trajectories (which might later be transcribed or digitized for further analysis) and the associated task-durations times. The simple clipboard and stopwatch approach was remarkably robust and amenable to different settings. This ‘movement tracing’ method was also used extensively by space syntax researchers for observations of ‘natural movement’ where high-volumes of pedestrian paths were unobtrusively observed without the participant’s knowledge. These methods were documented in a handbook [13]. Often, wayfinding tasks will include a pointing task where, typically, a participant is instructed to point to specified locations. These were typically recorded either with a magnetic compass or with a circular dial and then transcribed manually. It is very easy to see how such basic methods continued to be used for a surprisingly long period of time, being both highly accessible, inexpensive yet relatively effective research tools. The problem with such hand-based methods, however, is that it is challenging to record any additional behavioral information other than paths, durations and compass directions.

In order to overcome these deficiencies, wayfinding researchers occasionally employed ‘Thinking Aloud Protocols’ [10, 23] in which the participant is instructed to verbalize their thoughts and to comment upon environmental features that have caught their attention. In order to record such a potentially rich dataset, there was a need to move from pure hand-based methods to some form of automated recording: initially audio, and later video recording. However, if recording audio alone, the concomitant problem of reconciling the traced-path and the precise location of a pertinent comment or remark arises. This can only be solved through the recording and ‘time-stamping’ of spatial events.

---

^1 It could be argued that the cognitive abilities of a human observer will always prove to be a limiting factor in behavioral observations.
Behavioral researchers were early adopters of computerized methods of behavioral data collection (see figure 1 above): for the most part software was developed within academic environments and rarely commercialized; therefore it is particularly difficult to research the precedents to PeopleWatcher. Most software consisted of the predefinition of the types of ‘events’ to be observed, a means of identifying the observee and recording the associated time (and often location as well) of the events. Most behavioral researchers (which include human and animal behavioral researchers) were primarily interested in observing and recording natural behavior in the field and therefore there was also a strong, early impetus to explore mobile computing solutions for fieldwork. Previous reviews of early behavioral recording software include Farrell’s paper [12] and the papers by Kahng and Iwata [17, 18] where they review 15 programs for behavioral data collection, including a number of applications for handheld devices (Psion Series 3, Psion Organizer, Psion Workabout, Palm Pilot, and Apple Newton). One of programs they review is the Behavioral Evaluation Strategy and Taxonomy (BEST) software also reviewed in Sidener et al.’s paper [29] and The Observer software [1, 4, 8, 15, 24, 25]. The Observer software is particularly noteworthy for its longevity, dating back to the late 1980s [25], and is still available today; in the following sections we will begin by reviewing the current mobile solution, Pocket Observer, offered as part of The Observer suite of software solutions.
2.2 Pocket Observer

As mentioned above, The Observer suite of software dates back to the late 1980s (ibid), was produced by Noldus Information Technology and, very early in its development-history, versions for handheld computers were produced [15]. The original desktop version only supported live observations [25] but rapidly developed into supporting post-hoc analyses of video-based observations. In this respect, most of the software solutions provided as part of The Observer family can now be held to be extremely sophisticated video-coding software. However, in 2004 Noldus produced a new version for the handheld computing market, called Pocket Observer 2.0 [9] which ran on a large range of available handheld computers and permitted the time-stamped encoding of up to 250 different participants, 100 behavioral classes and 250 sub-behaviors (ibid). This was updated to Pocket Observer v.3.0 in 2009. Unlike its fully featured, video-based counterpart, Pocket Observer is intended for the collection of real-time data, rather than post-hoc video encoding. Given the mobile and small-screen nature of this version of the Observer suite, there was some criticism that the large number of available behavioral classes meant that scrolling to select the correct one was cumbersome and time-consuming and that, overall, there was a steep learning curve to learning to use the software (ibid). However, noteworthy features of the software is the ability to create codes/classes of new behaviors ‘on the fly’ if they are observed in the field, and the ability to store notes with individual instances of behavioral events. It should, however, be noted that Pocket Observer does not store the spatial location of any observed behavioral events (although, given the high number of available sub-classes of behaviors that can be defined, location-descriptors could be added as event-modifiers. See figure 2 for screenshots of Pocket Observer.

![Pocket Observer software: screenshot on handheld device (left) and example of the data entry screen (right). Image source: Noldus Information Technology.](image-url)
2.3 Outdoor Explorer

Outdoor Explorer was written by Lars Lewejohann at University of Muenster and appears to have been written for his own academic research circa 2000 [22]. It was written for any handheld computer running Palm OS. What is noteworthy about Outdoor Explorer is its early attempt to record not only the time and type of observed spatial behavior, but also its approximate locations (accurate to within 1m). This is achieved by superimposing an imaginary 10x10 grid upon the observation-setting: this can be edited to include features/boundaries (see figure 3). 15 behavioral classes with 15 behavior-modifiers can be user-customized. When a behavior is observed, it is recorded by tapping the grid-square in which the observee is located (this can be zoomed to a finer 10x10 sub-grid) and this location then linked to the associated behavior/sub-behavior and additional observations/notes.

Fig. 3. Palm interface to Outdoor Explorer software. Image source: [22].

2.4 BMAP

BMAP 3.0 was an application written for the Psion handheld computer for tracking, mapping and time-stamping behavioral events developed by Wener\(^2\) at the Polytechnic Institute of New York University [30–32]. It permitted the import of raster plans/maps as backgrounds and then, when the observer tapped onto a point on the map/plan, the program automatically recorded the location and time of the event and, if set up to include associated data, the tap could prompt a pop-up menu to record other data, such as participant attributes (participant gender or age-range, for example) and types or sub-types of behaviors.

\(^2\) The first distributable version of BMAP was programmed by Alex Wilbur under the guidance of Richard Wener [31].
The fact that BMAP 3.0 could simultaneously record locations with event-classes, participant information and times is highly significant, and is the reason why it has been included in this review. However, BMAP was only able to record discrete locations of events: it had a “tracking module” but could not draw continuous lines. It was possible to ‘tap-tap-tap’ as a person progressed through a space (each tap recorded time and place\(^3\)), which provided a reasonable facsimile for their continuous movement path\(^4\) [31]. BMAP was subsequently tested in several studies [3, 19, 11].

2.5 Kounters

There is a growing number of Apps that keep a tally of user-defined events; we have chosen to review one of the first to be released of these, Kounters. Kounters (currently version 1.3) is an iPhone App released on December 15, 2009 by iPinsoft. It is compatible with iPhone, iPod Touch, and iPad and requires iOS 3.1 or later. Kounters was never intended to serve as a spatial behavior event-logging App; rather it was designed as a generic ‘counting’ app but with the ability to simultaneously track a number of different ‘counters’. However, the reason why it is included in this review is that it highly customizable and is surprising effective at logging wayfinding behavior. Figure 5 shows a screenshot of Kounters, adapted with custom-icons for gathering wayfinding data.

\(^3\) And as opposed to the Outdoor Explorer, the position records of BMAP were not snapped to a grid, and thus could be placed more precisely.

\(^4\) In subsequent analysis (outside the BMAP program environment) it was possible to smooth the sequence points into a continuous line, although this was never directly implemented in the BMAP software as the Psion Series 5 went out of production [31].
Eight events can be logged, and when the appropriate button is tapped\(^5\), that specific event can either be logged ‘positively’ or ‘negatively’ (Kounters permits a negative ‘count’ or reduction in the tally of recorded events), in which case the event is time-stamped, the total count incremented, and the results are displayed on a small bar chart above the event-buttons. Although not inherently ‘spatial’, Kounters has one feature that permits the linking of a time-stamped event to a spatial location: every event recorded can be linked to a photograph and observer-notes stored alongside the time-stamped event. This can be particularly useful if, for example, the participant explicitly uses signage. The rightmost screen of figure 5 shows an image and notes associated with a single time-stamped event. Furthermore, if a more precise location is required, it is possible to record the GPS location of the phone in the background, using a second App (there are currently several Apps that will perform this task) and then integrate the time-stamped event log with the GPS log. Furthermore the ability to location-stamp as well as time-stamp events is intended to be included in the next version of Kounters [26].

### 2.6 WayTracer

WayTracer was developed by Kuhnmünch et al [20, 21] (DFG: SFB/TR8 Spatial Cognition, project I2-MapSpace). It is written in C++ with LINUX as an operating

---

\(^5\)Events can also be recorded by shaking the iPhone or upon ‘sensing’ a noise instead of tapping the screen: this has the potential to be useful in certain experimental settings.
system and tested on an IBM ThinkPad X41 tablet PC using a pen-input interface [21]. The functionality of WayTracer is considerable and we are only able to review a small proportion of its functionality in this review. WayTracer consists of a map screen with a series of pre-defined event buttons below it. See figure 6 below for a screenshot of the WayTracer interface.

![WayTracer's event entry screen. Source: [20]](image)

Fig. 6. WayTracer’s event entry screen. Source: [20]

The position of the observer is automatically recorded through an attached, external GPS receiver. For indoor use or when GPS signals are not available, the locations of individual events can also be noted manually by pressing the button and then indicating the spatial location of that event (the event is time-stamped on the initial button-press). Event buttons can be configured and grouped by the user under titles of their choice. WayTracer permits switching between multiple maps rendering it useful for multi-floor buildings or large areas. In addition, system feedback on the status of buttons and the GPS signal's quality ease working with WayTracer.

WayTracer was tested extensively in several field experiments and projects within SFB/TR8 [21]; they report testing results of the first experiment in this series, amongst them a high observer agreement between well-trained experimenters of 0.92 (percentage agreement when allowing for a temporal offset of 3s). This indicates that the event-button/stylus interface together with the chosen method of data entry is well-suited for recording such spatio-temporal data and supports reports by Wener about the earlier Psion-based BMAP system [30, 32]. It was noted by Kuhnmünch & Strube [21] that in their tests the manual spatial input often proved more accurate than the accompanying GPS data. This is due to inherent imprecisions of GPS data when signal quality is diminished by the
environment (e.g., street canyons). PeopleWatcher shares a significant number of these key functions of WayTracer, and it is officially credited that PeopleWatcher was developed using central design features of WayTracer.

2.7 WhatISee

WhatISee (currently version 2.0) is another iPhone App originally released on June 21, 2010 by Heuser. It is compatible with iPhone, iPod touch, and iPad and requires iOS 3.2 or later. WhatISee is a straightforward App with a simple interface. It does not display maps/plans of any kind, simply presents the experimenter with a matrix of different participants and potential actions/events (this array can be customized for the number of participants/actions and the associated labels can be edited). When an event is observed, by clicking in the correct cell in the matrix, the participant, event/action, time, date and elapsed time (since start of session) as well as location is recorded (see figure 7). The location is recorded by GPS that, unlike the Kounters iPhone App, is integrated into the App. Although a map interface is not provided, the resultant spatial locations of actions can be visualized easily on a map. The locations are obviously discrete locations (instances of discrete events) rather than a continuous path or track through an environment, but the strength of this simple App is its ability to track simultaneously the actions of multiple participants, something neither WayTracer nor PeopleWatcher is able to do.

![Fig. 7. Two screenshots of the WhatISee App. Source Heuser](image-url)
Table 1. Comparison of primary features of recent spatial behavioral recording software

<table>
<thead>
<tr>
<th>Software</th>
<th>Time-stamped events</th>
<th>Multi-classes of event</th>
<th>Discrete spatial locations of events</th>
<th>Continuous paths tracked</th>
<th>Parallel multi-participant logs</th>
<th>Audio transcript</th>
<th>Compass direction for pointing task</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMAP</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>PeopleWatcher</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Kounters</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Outdoor Explorer</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Pocket Observer</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>WaytracH</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
</tbody>
</table>

3 The PeopleWatcher Approach

PeopleWatcher emerged out of a research program designed specifically to conduct building-level (rather than urban-based) usability experiments. Our previous architectural work relied on a paper-based approach but this limited the amount of behavioral data that could be collected which was central to our research aims. We were aware of a number of previous digital approaches to mobile observation (Section 2) but the hardware required was quickly becoming dated (e.g., the Psion) or often required complex installation and maintenance. One solution to these problems is the proper choice of the hardware platform, with an easy-to-use software environment. Thus, we were drawn to the iPhone and the iPad. The potential use of the iPad created many possibilities, the long battery life meant a number of experiments could be performed in a single period without pauses to recharge. The iPad is an off-the-shelf consumer-level product that reduces cost and minimizes the technical knowledge necessary to operate and maintain it. Given that one user group for the tool might be student research assistants we prioritized simplicity of use early in the design phase. Furthermore, the computing power of the iPad is significantly higher than previous generations of hardware permitting more computing power to be used.

In terms of form-factor, the iPad is light and so less fatiguing to the experimenter during prolonged usage and is light enough to be easily carried in the hand without a

---

6 Spatial location of events in Kounters (using GPS) to be included in the next version (Pinzon, 2012).
7 The focus on architectural usability immediately required an alternative to relying on GPS for recording the paths of participants as GPS is usually unavailable or inaccurate inside a building. It was clear that one primary requirement of any software solution was to be able to trace the path of a participant onto a plan, and to time-stamp the coordinate of the drawn route.
need for straps or other supports. iPads are rapidly becoming a common sight in public so the presence of a participant accompanied by an experimenter holding an iPad does not arouse attention or attract interruption (which can invalidate a task). Experience with building evaluation has shown that building owners prefer that experimenters conduct themselves as discreetly to as possible and minimize disruption to a building’s occupants.

Our original intention was to evaluate and utilize a number of pre-existing iPad applications and use them simultaneously, each performing a different, specialized task. The iPad hardware comes preinstalled with many useful elements: a multi-touch screen, digital compass, Wi-Fi connection, motion sensor, audio recorder, GPS receiver, Bluetooth, LED light and still/video camera, all within one single, small package which would eliminate the need for carrying and connecting several devices.

8 An event logger (Kounters), a GPS tracker (Location Tracking GPS), a compass (Compass or Direction Known), a drawing program (i.e. Sketches 2, Brushes or Sketch Memo) which would permit a floor-plan/map to be imported as a background image and then drawn upon/annotated and, finally, an audio recorder (Voice Memos))
We encountered two problems with the ‘collection of Apps’ approach. First, it proved impossible to bundle them together into a single display. This meant that a user would need to have some Apps running in the background (i.e. the GPS tracker and audio recorder) whilst rapidly flipping between other Apps as required (i.e. toggling between the event logging and drawing App). This would clearly cause problems for the subsequent accuracy of recording observations and increasing the complexity of the user-interface. Second, this approach requires considerable technical skill to weave together the resultant, disparate data. The lack of a common ‘timeline’ or ‘timeframe’ or even coordinate system between different Apps prolongs the subsequent analysis phase. Our approach became the development of a single App that contained all of the functionality that we had found useful in the pre-existing Apps we had already evaluated, but to combine them in a single application which was simple and robust to use.

3.1 The ‘Home Page’ of PeopleWatcher’s Interface

This section of the paper will describe the primary features of the PeopleWatcher App. The PeopleWatcher app is designed following the standard IOS look and feel. It consists of a lower ‘control bar’ which has four buttons. ‘Home’, ‘Preferences’, ‘Map’ and ‘Analysis’. Each of these pages prescribes a different area of activity. The Home Page is the starting point for both the App and each experiment or experimental session. This page is where new participant records are entered and where the experiment-recording phase is initialized. In PeopleWatcher an ‘Experiment’ typically consists of an experimenter or observer discreetly following a participant. Each experimental session has only one participant but may consist of a number of differing wayfinding tasks. All the tasks for one participant are stored in a single file. The Home Page (functionally analogous to the XML-based ‘metadata’ configuration file used by Waytracer) simply provides an area for the experimenter to set-up a new experiment, initiate and ultimately end, the ‘recording’ phase. An area is also provided on the Home Page to allow the experimenter to record notes, which are subsequently appended to the text-based log-file. A label displaying the automatically assigned, individual participant-ID is displayed on the Home Page, which permits the experimenter to use the participant ID to annotate manually collected information such as additional questionnaire data.

Once an experiment has been initiated the recording begins and each action or event is time-stamped relative to the beginning of the experiment. The Home Page also provides the option for an audio recording track to be recorded in synchronization with the event log-file. This permits the experimenter to either

9 In this respect PeopleWatcher differs from Pocket Observer, BMAP and Outdoor Explorer, which permit simultaneous observations of multiple participants.

10 The automatic ID feature was intended to prevent a human error of assigning an ID number twice and hence overwriting valuable observational data.

11 Time-stamping is relative, not absolute, as in many of the applications reviewed in the first section of this paper. This was intended to facilitate the easy comparison of the same task performed serially by different participants.
simultaneously record audio notes or to directly record the participant’s voice if employing a ‘Thinking Aloud Protocol’ [10].

Once the recording-phase is initiated, the experimenter typically switches over to the Map Page until the experiment is finished. Once the experiment is over the experimenter must return to the Home Page in order to ‘stop’ the recording at which point all the relevant data is output to log-files (see section 3.5).

3.2 The ‘Map Page’ of PeopleWatcher’s Interface

The Map Page is the primary area for spatial behavior recording/encoding. The Map page screen is further divided into two sections: the upper ‘map’ section and the lower ‘events’ section. The map section displays the current floor level (for a multi-level building) and is a ‘drawable’ part of the screen, allowing the experimenter to manually trace the path\textsuperscript{12} of a participant onto the screen as they observe their progress through an environment. (See figure 8 for a screenshot of PeopleWatcher’s Map Page.)

The coordinates of the participant’s location are recorded in real-time. The lower half of the screen consists of a series of buttons permitting actions to be logged. The buttons are classified as changes in floor level (at which point the displayed map will be updated accordingly), as path events (starting a new task, pausing, backtracking, arriving at a false destination, becoming lost or giving up the task), the use of external aids (signage, maps, external views to the outside or equivalent invariant views, asking for help) and other log/action events (saving a compass direction in a pointing task, recording the location of a significant remark, if simultaneously recording an audio transcript and ‘undo’ which deletes any of the previously recorded actions). See figure 8 for a screenshot. Every time an event is logged a colored ‘dot’ on the traced-path is created: it is time-stamped and its location\textsuperscript{13} is noted in the log-file. The text-based log-files, annotated maps and any associated audio files are saved for subsequent retrieval.

To facilitate the use of other recording mechanisms (video, still cameras, paper notes) elapsed time is also displayed during the experiment. There are two timer displays, the first is the overall time which indicates the time from the beginning of the overall experiment-session and coordinates with the times recorded in the log-file

\textsuperscript{12} GPS data tracking can be recorded in conjunction with manual tracing for GPS-enabled iPads. However, since it was envisioned that this would be used primarily indoors, where GPS reception is typically poor or unavailable, the development of the App focused on the manual path entry mode. For discrete position entries (either GPS or manual) not to produce artifacts, the positions have to be recorded regularly, especially in curves and when participants repeat sections of the path. Whether recorded manually or by GPS, the main precondition for interpolation of a continuous path by connecting discrete positions hence is a sufficient frequency of position entries. PeopleWatcher overcomes this when users trace paths continuously by hand.

\textsuperscript{13} Since the path of the participant is already being drawn manually, the location of the observed action is held to be co-located with the last recorded position of the participant. The time of the event is held to be the point at which the event-button is pressed.
and the second timer indicates the elapsed time from when the ‘New Start’ (a new sub task) button is clicked. This permits notes to be taken relative to the start of the most recent sub-task: a feature that emerged from the first usability testing of PeopleWatcher.

3.3 The ‘Settings Page’ of PeopleWatcher’s Interface

The Settings Page is used infrequently: its purpose is to import and manage the image-files of maps representing the individual floors (or tiles of a larger map). The pages consist of an array of buttons which, when clicked, prompts the experimenter to upload an image from their photo library. Prior to setting up the experiment, the experimenter is expected to upload a maximum of nine floor plans from the iPad’s Photo Library. Experiments have shown that navigating (panning and zooming) a large-scale map is difficult in a mobile context [27] so images should cover the entire navigable area of a building’s floor-plan. Multiple-floor maps can also be adapted to complex single-floor settings, for example an airport, in which case the ‘floor’ images can be used to represent different adjacent zones at ‘zoomed-in’, higher resolutions.

If preparing for a multi-floor experiment, while preparing the floor plan images experience has shown it is useful to take care to ensure that the individual maps are vertically registered. That is to say, any vertical circulation elements such as the lift/elevators and the staircases should align between floors. On the Map Page, when a new floor plan is selected (as a participant moves from one floor to another) then the last point on the previous floor plan is registered (displayed as a dot) on the current floor plan. This acts as a visual prompt for the experimenter to rapidly reorient him/herself (on the new plan) while simultaneously observing participant-behavior during the often-important vertical transition of the participant. This registration between floor plans is also important to calculate inter-floor metrics from the log files. For example, if an experimenter calculates walking speed from the spatial data-stream and time then there will be an implicit assumption of scaling factor (from screen pixels to meters or feet) if the individual floors do not represent the same scale.

It is planned that for future versions of PeopleWatcher the Setting Page will also permit users to change the labels and icons of the individual buttons, for example customizing the events to be logged.

3.4 The ‘Analytic’ Page of PeopleWatcher’s Interface

Once a number of experiments with different participants have been completed it is usual to undertake some form of post-experiment analysis. This can be achieved in one of two ways. The Analytic Page is designed to provide an early-stage, rapid analysis in order to identify any possible experimental problems or areas for more in-depth research. The Analytic Page resembles the Map Page (see figure 8) and displays one of the available floor plans (user-selected from a radio button control). The analytic view merges all of the experimental tracks from each participant on the selected floor together. Each participant is assigned their own unique color facilitating the identification of points/zones of commonality (similar routes taken or zones where
multiple participants paused). This composite view permits the simple observation of emergent behavior events common to all participants. In addition, when placing two fingers on the screen on the map (on the Analytic Page) a line or ‘virtual gate’ is created between the two touch points. The system then counts the number of routes crossing this virtual threshold and displays the total in the bottom left-hand corner of the map (see [13] for more background on the ‘gate-counts’ observation method).

In future versions it is intended that the user will be able to draw a polygonal ‘zone’ onto the plan displayed in the Analytic Page and PeopleWatcher will calculate how many paths pass through this zone and enumerate the number of different events that take place within the selected area. For more sophisticated or specific analysis PeopleWatcher reports the observation data can be exported to the desktop environment (see section 3.5 for PeopleWatcher’s file format).

3.5 PeopleWatcher File Format

PeopleWatcher has the potential to generate a number of output files. The primary output file is the event log-file and this takes the form of a simple .csv (comma separated values) format. There are a separate event log-files for each participant and they are named as ‘PathXXX.csv’ where XXX is the participant number automatically generated and displayed on the home page when the ‘new experiment’ button was clicked. Accompanying each event file is a number of .pdf vector files: one for each floor/zone of the building. Each of these files contains a high resolution, vector version of the information displayed on the Map Page for participant XXX. This displays the participants’ recorded path along with dots representing the location of recorded events (such as pauses). The original map image-file is stored as a background for the vector path permitting the path to be viewed against its context (without the need to re-generate the path in third-party mapping software). If the experimenter has used the optional audio recording an additional file “AudioXXX.caf” is also saved.

The PeopleWatcher file format is designed to be open and simple enough to permit other tools to be written to facilitate the further processing of the data held. The text-based .csv format can be simply imported into packages from Excel to large SQL databases and is simple enough to be edited by hand in a simple text editor. The file is in the form: “event-type, floor, time, x-coordinate, y-coordinate”.

4 Pilot Testing the PeopleWatcher App

4.1 Procedure

The PeopleWatcher App was tested in the field in November 2011 as part of a genuine wayfinding experiment. Experiment participants, the majority of whom were attendees at the 52nd Annual Meeting of The Psychonomic Society, were invited to

---

14 The coordinate system is in pixels, relating to the image-display of the map, in the Map Page.
participate in a the experiment that took place in Seattle Public Library. 28 participants (13 M; 15 F) aged between 21 and 68 years (mean age of 35) presented themselves at the library’s Fourth Avenue entrance, level 1, at pre-arranged time-slots, throughout a single day (Nov 3, 2011). All participants were, hitherto, unfamiliar with the building. They were tested individually. The tasks consisted of four separate wayfinding tasks: two took place within a single floor (levels 1 and 3) and therefore involved no vertical travel and two tasks involved navigating from one level to different level. Of the two ‘within floors’ tasks, one was intended to be relatively easy and one harder and this pattern was mirrored exactly by the ‘between floors’ tasks (L1 to L4; L5 to L7). The tasks (E=‘easy’; H=‘hard’; W=‘within floors’; B=‘between floors’) were as follows:

- **E&W**: Starting from the Fourth Avenue entrance (L1) and finding the boys/girls restrooms in the Children’s Center (L1);
- **H&B**: From the Story Hour Room (L1) and finding Meeting Room 6 (L4);
- **H&W**: From the far end of the Teen Center (adjacent to the staff-only meeting room) (L3) and finding a book (Sherlock Holmes by Arthur Conan Doyle) located in the Mystery Fiction section located behind the red staircase (L3);
- **E&B**: Starting in front of the Info Desk (L5) and finding the non-fiction DVDs located on level 7 of the Book Spiral (L7). Please refer to figure 9 for an illustration of the four routes. The tasks were designed to be ‘chained’, that is to say, once a participant had concluded one task in the sequence they were led, by one of the experimenters, to the starting location of the subsequent task, ready to begin again. In this way, four participants could be tested simultaneously, each beginning at one of the four separate starting points and being observed by one of four experimenters, and then moving in rotation between the tasks, so as not to inadvertently ‘overlap’ with one another.

It is clear from the description above, that the experiment set-up served to be a particularly challenging first test of the PeopleWatcher App. Not only were four participants being tested simultaneously (and therefore the four experimenters needed to use PeopleWatcher installed on four separate iPads) but the routes frequently involved changes in floor-level by different modes (stairs, escalators and elevators), a proportion of the tasks were intentionally designed to be spatially complex and, finally, the library staff requested that the experiment be conducted discreetly and not disturb the library’s patrons. In addition to this, the four experimenters came from three different institutions, and had little or no familiarity of PeopleWatcher in advance of the experiment. Due to the nature of the event, only limited training in its use was possible (1-4 hours per observer): although all the PeopleWatcher users had conducted similar experiments in the past, and therefore were familiar with general procedures for indoor navigation experiments.
PeopleWatcher enabled the experimenters to observe and record the path taken by the participants for each of the four tasks, whilst simultaneously logging actions or behaviors observed en route, such as pausing, using signs, backtracking etc. These actions were recorded and logged in real time, with the location and time of the behavior/action being recorded by the App and was subsequently downloadable as a single data-file. Such real-time, electronic collection of the data enabled the unusually rapid analysis\textsuperscript{15} of the participant data and constitutes one of the notable aspects of this study.

The detailed results of the experiment in the Seattle Public Library will be published separately [5]. But the available preliminary analysis [6, 7] already indicate that the data collected with PeopleWatcher is sensitive to systematic variations in the wayfinding tasks and that it captures behavioral differences that can be traced to differences in psychometric tests like the SBSOD [14] and mental rotation [28]. In this test-study we concentrated on collecting trajectory data, pauses and sign use. For

\textsuperscript{15} The experiment was conducted at the beginning of the Annual Meeting of The Psychonomic Society; the results were presented at the end of the Annual Meeting.
each of these measures significant statistical effects were obtained in line with study hypotheses, as well as significant correlations to individual difference measures.\textsuperscript{16}

5 \hspace{2em} Usability Feedback

As evidenced in Kuhnmünch and Strube’s paper\cite{21}, they found a high degree of inter-observer agreement when testing this aspect of WayTracer’s usability. Given the similarity of the user-interface of PeopleWatcher to WayTracer (they both utilize map- and button-pressing event-sampling user-inputs) we saw no reason to reproduce their inter-observer agreement study, as we would expect the results to be broadly comparable. Rather, we decided to focus on the overall usability of the App. Since one of the reasons for using the iPad (see section 3) was the perceived ease of use of the iPad plus accompanying benefits of its lightweight form, we wished to test whether PeopleWatcher did, as intended, result in an easy-to-use solution for gathering spatial behavior data.

Post-experiment, the four experimenters who took part in the Seattle Public Library study were asked to gauge the usability of the PeopleWatcher App by filling in a usability questionnaire based on System Usability Scale (SUS) and selecting descriptive words from a version of Microsoft’s Product Reaction Cards\cite{2}. In addition to this, they were invited to make any other comments on the use of PeopleWatcher in an open question. This section of the paper will discuss the usability of the PeopleWatcher App based on the results of and feedback of the experiment and will discuss any implications for the automation of data gathering of human behavior in the future.

While the number of users in this field-test was low, the feedback does give an indication of the attention to usability that influenced the development of the App and the early results of this process. The SUS yields a single number representing a composite measure of the overall usability of the system. SUS cores have a range of 0 to 100 with the mode (of a number of commonly used industrial products and websites along with research projects) between 71-80. Our early system had a score of 71 putting it in the top 50th percentile or on a par with everyday products. One question that many users gave a low score for was ‘I need to learn a lot of things before I could get going with this app’ which may reflect either the experience of the users of conducting wayfinding experiments or may reflect the usability of application itself: this will be further investigated in future usability tests.

The Microsoft Product reaction cards highlighted the words ‘Straightforward’, and ‘Valuable’ with ‘Unpredictable’ as the only negative response\textsuperscript{17}. Almost all of the responses to the open question concerned suggestions for additional functionality for future versions. Many of these suggestions have already been incorporated into the current version of PeopleWatcher. The only comment that did not specifically address

\textsuperscript{16} Gender differences have yet to be analyzed for this dataset and hence no conclusive results are currently available. It should however be stated that the ‘Note’ field located on the App’s ‘Home Page’ can be used to record gender data, if required as part of the experimental setup.

\textsuperscript{17} This needs further research to reveal the origins of this response.
future functionality requests, stated, “Overall I thought it was easy to use and well suited for the task.” The next stage of PeopleWatcher’s development will include further user-testing and continued use of the above methods to investigate its usability.

6 Conclusions

It is clear from the review of previous software solutions that behavioral researchers benefit from easy-to-use, mobile and discreet software solutions to gather real-time data in the field. We would also like to suggest that the iPad, with its many inbuilt-features and lightweight form, is ideally suited to this task. The aim of PeopleWatcher was to take advantage of as many of these inbuilt features as possible and to bring them together in a single, easy-to-use package. The Seattle Public Library study proved a challenging first test of the software. The App is currently in its second stage of development and is in the process of responding to the feedback from the study.

Future developments will focus on reliably concerning the hard- and software and enhancing the in-App data-analysis functionality. Further test-studies are planned and ongoing usability studies will form an integral part of this process. As part of this commitment to long term usability an off-the-shelf package called ‘Flurry’, which annotates the software and anonymously sends problems/errors to a central sever for later diagnosis, has been included in the current version of PeopleWatcher.
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Abstract. The present study was conducted to investigate whether observers are equally prone to overlook any kinds of visual events in change blindness. Capitalizing on the finding from visual search studies that abrupt appearance of an object effectively captures observers’ attention, the onset of a new object and the offset of an existing object were contrasted regarding their detectability when they occurred in a naturalistic scene. In an experiment, participants viewed a series of photograph pairs in which layouts of seven or eight objects were depicted. One object either appeared in or disappeared from the layout, and participants tried to detect this change. Results showed that onsets were detected more quickly than offsets, while they were detected with equivalent accuracy. This suggests that the primacy of onset over offset is a robust phenomenon that likely makes onsets more resistant to change blindness under natural viewing conditions.

Keywords: Change blindness, change detection, scene, onset, offset.

1 Introduction

Vision can provide rich information about details of an environment, if observers specifically attend to them. Conversely, when sufficient attention is absent, it is surprisingly easy to miss large changes in the visual field. For example, people often do not notice anything when an object in a movie scene suddenly appears or disappears from one clip to the next [1]. Typically, such failure in noticing changes occurs when they take place during a brief disruption of visual access to the environment (e.g., while blinking or during saccadic eye movements [2]) or when they are accompanied with other prominent visual events [3]. This inability to detect potentially salient changes is called change blindness, and it has been well demonstrated that observers can be unaware of a variety of changes such as displacement of an object [4] and color change in an existing object [5], to name but a few (for review, see [6,7]). However, what remains unclear is whether observers are equally prone to overlook any kinds of change or they are more resistant to change blindness with certain kinds of change. The purpose of the present study was to address this issue by focusing on two major types
of visual change that happen in everyday environments: onset (appearance) and offset (disappearance) of an object. An experiment was conducted to investigate whether onset and offset in a naturalistic scene differ in their susceptibility to change blindness.

An important clue for approaching this question has been provided by studies on visual search. In these studies, observers were typically presented with an array of simple objects such as alphanumeric characters and geometric shapes, and then instructed to indicate the presence of a target among distractors. It has been found that how quickly and accurately the observers detect a target is strongly influenced by stimulus attributes the target possesses. For example, targets that display unique shape, color, or movement in the search array tend to be detected with greater speed and accuracy [8,9]. Importantly, among these different types of targets, one of the most robust targets that consistently elicits enhanced detection is an object that abruptly appeared in the search array [10]. Although sudden disappearance of an object also makes an effective target [11], direct comparisons between appearing objects and disappearing objects often showed that targets defined by their appearance induce more efficient detection than those defined by their disappearance [12,13,14]. These results indicate that observers can notice the onset of a new object more easily than the offset of an existing object, suggesting that onsets are more resistant to change blindness than offsets.

However, great caution must be taken when findings from visual search studies are used to predict that onset should have higher resistance to change blindness than offset. This is due to the fact that previous studies on visual search and those on change blindness have utilized substantially different visual stimuli to carry out their investigation. In visual search studies, search arrays were constructed by arranging simple objects (e.g., letters) in a restricted manner so that various variables that could affect search efficiency (such as color, luminance, and locations of objects) were tightly controlled. As a result, the primacy of onset over offset was established under conditions in which there were few other visual features that could concurrently influence observers’ performance. On the other hand, change blindness has typically been investigated by using photographs of real-world scenes that contained diverse visual features [11]. Thus, in order to make predictions regarding change blindness by applying the finding from visual search studies, it needs to be examined first whether the onset primacy is robust enough to be observed under viewing conditions in which many concomitant variables are less controlled.

Initial efforts have already been made to bridge the gap between visual search studies and change blindness studies. Cole and colleagues [15] presented colored pictures of an array of household objects and asked participants to detect a change that occurred in the array. The change was either the onset of a new object or the offset of an existing object. Consistent with their previous experiments in which an array of simple geometric shapes was used, onsets were detected more accurately than offsets in this experiment. This provided important first evidence that the onset primacy holds true when the search array contains
Fig. 1. (A) The trial sequence and examples of scene stimuli used in the present experiment. In this case, an object (the car) is added to the second image on the left-hand side. (B) Close-up views of the object array.

a wide variety of visual features. However, in order to make the array of household objects look sufficiently similar to search arrays used in other experiments, Cole et al. [13] arranged the objects in an arbitrary configuration and took the pictures from an aerial perspective. As a result, although the array of household objects successfully facilitated cross-experiment comparisons, it did not afford naturalistic viewing conditions that observers have in typical change blindness studies.

There were two studies that used photographs of real-world scenes to examine whether onsets and offsets are detected with different degrees of efficiency. In Mondy and Coltheart’s study [15], an object was digitally added to or deleted from an existing photograph and participants tried to detect the onset or offset of the altered object. Mondy and Coltheart found that offsets were detected more accurately than onsets in this study. Brockmole and Henderson [16], on the other hand, took a different approach by making two new photographs of a scene with or without an additional object. These two photographs were presented successively and seamlessly while participants were viewing them, thereby creating an onset or offset of the object. Participants’ eye movements were recorded during viewing, and it was found that they tended to fixate the area occupied by the changed object sooner when it appeared in the scene than when it disappeared from the scene. This result suggests that onsets were detected more quickly than offsets.
In summary, findings have been mixed when actual scenes were used to contrast onsets and offsets regarding their vulnerability to change blindness [15,16]. This discrepancy cannot be resolved by experiments using complex real-world scenes because each of those scenes contains a unique set of visual features and semantic contexts. In other words, there is always a possibility that observed findings stemmed from some peculiar characteristics that happened to be possessed by particular scenes used in the experiments. Thus, in order to investigate whether the primacy of onset over offset is still observable under naturalistic viewing conditions, it is necessary to conduct an experiment that utilizes more controlled but still realistic scene stimuli. The present study was designed to carry out this investigation by developing simple three-dimensional scenes that afforded much more natural viewing conditions than the bird’s-eye views of arbitrarily arranged objects [13] while maintaining good control over various visual features that might affect detectability of objects. If onsets were detected with greater speed or accuracy than offsets in the experiment reported below, it would increase the likelihood that onsets are more immune to change blindness than offsets even under naturalistic viewing conditions. On the other hand, if the experiment failed to find the advantage of onsets over offsets in change detection, it would support a claim that the onset primacy is a subtle phenomenon that can be observed reliably only under tightly controlled viewing conditions, and therefore the susceptibility of onsets and offsets to change blindness is mostly equivalent in everyday scene viewing.

2 Method

2.1 Participants

Thirteen participants (4 males and 9 females, 19–47 years of age) from the Cleveland State University community volunteered in return for extra credit in psychology courses. All participants were right-handed and reported normal or corrected-to-normal vision.

2.2 Materials

Experimental stimuli presented to participants were color digital pictures that depicted a wooden round tabletop on which six to nine objects were placed in various different arrangements. The objects were toys and small household goods that were approximately 4 cm in width, 2 cm in depth, and 3 cm in height. The tabletop was 38 cm in diameter and supported by a table base that was 75 cm tall. The objects were spread across the entire tabletop such that every object was visible in its entirety. The wall behind the table was also visible, as was the carpet on which the table stood. These additional items in the stimuli provided rich depth cues, thereby making the depicted scenes more naturalistic. For examples of the stimuli, see Fig. II.

These images were presented on a 21.5-inch liquid crystal display by using the PsyScope program [17]. The screen was positioned vertically in front of the
participant. The distance between the participant and the screen was approximately 60 cm. The images were presented in the center of the screen against a gray background and subtended approximately 29.3° (horizontal) × 22.3° (vertical) of visual angle. The tabletop measured 14.3° horizontally and 6.7° vertically. When presented on the screen, the center of the tabletop was approximately at the center of the screen.

2.3 Design

The experiment was modeled after the paradigm developed by Cole et al. [13]. Participants viewed a series of photograph pairs in one block. Each pair constituted either an onset trial in which a new object was added to the second image or an offset trial in which one of the objects in the first image was deleted in the second image (see Fig. 1). The same 64 photograph pairs, in which images contained either seven or eight objects, were used to create onset and offset trials by reversing the order of presentation of two images in each pair. The 128 trials (64 onset trials and 64 offset trials) composed of these pairs were the experimental trials from which data were collected. By using the same photograph pairs for these experimental trials, it was ensured that any particular properties of objects or their configurations (such as their color, location, or semantic salience) would equally affect onset and offset trials. In the experimental trials, each object was used the same number of times to create an onset trial or an offset trial (i.e., all objects were presented an equal number of times). The participant’s task was to detect the change as accurately and quickly as possible by indicating whether it occurred in the right half or the left half of the tabletop. The location of the change was counterbalanced such that in half the onset trials objects in the left side changed and in the remaining half the objects in the right side changed. The same was done for offset trials.

Additional 32 pairs of photographs were used to create filler trials in which either an eight-object image was followed by a nine-object image or a seven-object image was followed by a six-object image. These filler trials (16 onset trials and 16 offset trials) were added to make the first image of each pair unpredictable of trial types: Without the filler trials, participants could potentially figure out whether it would be an onset trial or an offset trial just by looking at the first image (e.g., a seven-object image as the first image could indicate that an eight-object image would follow). Given that these numbers of objects (seven or eight) exceed the typical capacity of visual short-term memory (approximately four objects or six locations under optimal conditions [15,19]), it is unlikely that participants were actually able to predict the trial type. Furthermore, it was not readily clear whether this predictability would differentially affect performance in onset and offset trials. However, the filler trials reduced any such biases if they existed. As a result of adding the filler trials, participants performed 80 onset trials and 80 offset trials in total that were randomly intermixed. Data from the filler trials were not included in the analysis.

After receiving instructions about how to perform the task, participants did 16 practice trials (eight onset trials and eight offset trials randomly intermixed).
Photograph pairs that were not used in the experimental or filler trials were presented in these practice trials. Participants were not given any feedback on their performance throughout the experiment.

2.4 Procedure

Participants were told that they were going to view a series of photograph pairs in which an object would somehow change between two images of each pair; however, they were not informed of the nature of the change. They were instructed to press either the F key or the J key of a standard American English computer keyboard, depending on where on the tabletop the change occurred: The F key was for changes in the left and the J key was for changes in the right. They were also instructed to place their index fingers on these two keys all the time. They were cautioned to be as quick and accurate as possible. They were run individually.

Fig. 1A illustrates the trial sequence. In each trial, participants first viewed a fixation cross for 1000 ms that was presented at the center of the tabletop. They were instructed to keep fixating on the cross while it was displayed. However, eye movements were not constrained while participants viewed subsequent images. They then viewed the first image for 1200 ms, which was followed by a brief (100 ms) blank gray screen. The second image immediately followed and was displayed for 1200 ms. After the second image, the screen turned into gray until participants made a response or 2000 ms passed, whichever came faster. Subsequently, participants were presented with the fixation cross again, which indicated the beginning of the next trial. Reaction time was defined as time elapsed between the appearance of the second image and the participants’ key press. Accuracy in the left/right judgment was also measured. When incorrect responses were made, reaction time data from those trials were excluded from the analysis. When no response was made, it was regarded as an incorrect response.

3 Results

Data from two participants were excluded from the analysis because their overall accuracy (8.6% and 63.1%) was substantially lower than that of the rest of the group (96.7%). Thus, data from 11 participants were analyzed below. Reaction time and accuracy were separately compared between two trial types (onset or offset) by paired $t$-tests.

3.1 Reaction Time

After removing trials in which incorrect responses were made, mean reaction time was computed for each participant and for each trial type. Outliers were defined as data points that were more than three standard deviations away from each participant’s mean reaction time to each trial type. Twenty-eight data points
Fig. 2. Differences between onset and offset trials in (A) reaction time and (B) accuracy. Each open circle represents one participant. Filled circles represent the means of all participants. Error bars represent 95% confidence intervals. Note that the direction of subtraction between onset and offset trials is reversed in reaction time and accuracy so that positive values indicate onset primacy in both panels.

were defined as outliers and removed from the analysis. They constituted 2.0% of the data.

Fig. 2A plots differences between onset and offset trials (defined by offset − onset) shown by each participant. As illustrated in this figure, participants responded to onsets with significantly shorter reaction time, $t(10) = 2.85, p = .017$. Mean reaction time ($M$) and standard deviation ($SD$) for each trial type were as follows: $M = 668.3$ ms, $SD = 310.2$ ms (onset); $M = 713.9$ ms, $SD = 284.2$ ms (offset).

3.2 Accuracy

Fig. 2B plots differences between onset and offset trials (defined by onset − offset) shown by each participant. Although participants responded to onsets with higher accuracy than offsets, this difference was not statistically reliable, $t(10) = 0.95, p = .36$. Mean accuracy and standard deviation for each trial type
were as follows: $M = 97.3\%, SD = 2.1\%$ (onset); $M = 96.2\%, SD = 3.4\%$ (offset).

Mean accuracy for each trial type was reliably different from 100%, $t(10) = -4.25, p = .0017$ (onset); $t(10) = -3.77, p = .0037$ (offset), confirming that there were no ceiling effects.

4 Discussion

The present study was conducted to investigate whether the onset of a new object is detected with greater speed or accuracy than the offset of an existing object when they occur in a naturalistic scene. Participants responded more quickly to onsets than to offsets, while they noticed both types of change equally accurately. These results suggest that the primacy of onset over offset regarding their detectability is robust enough to endure in a complex visual environment, thereby making onsets less susceptible to change blindness than offsets.

Why should the detection of onsets be more enhanced than that of offsets? One possibility is that onsets draw observers’ attention more strongly than offsets. When a new object appears, it requires observers to newly form a mental representation of the object (so-called object file \[20\]). It has been proposed that the creation of an object file causes observers’ attention to be directed to the new object in an exogenous manner \[21\]. When an object disappears, on the other hand, it only entails the deletion of an existing object file. It is likely that this process does not always result in the increase of attention to the disappearing object, making observers less efficient in detecting offsets.

Another possibility is that onsets are easier to detect than offsets because onsets are usually accompanied with a greater amount of sensory transients. When an object appears in a scene, it locally creates a large change in luminance (e.g., from plain gray to a complex combination of various patterns in the current experiment). On the other hand, when an object disappears, it tends to reveal only a background that is filled with a relatively simple pattern (e.g., from the gray to the wooden board pattern). Thus, it is possible that a larger amount of luminance change allowed observers to accumulate sufficient information sooner for determining the presence of an onset than an offset. The results from the present experiment are consistent with both possibilities, and in fact, there has been an active debate in the visual search literature as to whether it is a new object itself or the contribution of accompanying sensory transients that makes the detection of onsets especially efficient \[22\,23\]. It would be an important challenge for future research to examine (and resolve) this issue in the context of change blindness as well.

Given that many of the previous studies and the present study provided evidence for the primacy of onset over offset, it is not readily clear why Mondy and Coltheart \[15\] found that offsets were detected more accurately than onsets. One possibility is that some idiosyncratic characteristics of the stimuli used by Mondy and Coltheart caused their unique finding. For example, it is conceivable that digital alteration of the photographs produced sharper-than-usual contrasts
between an altered object and its surroundings, and they somehow biased detection accuracy in favor of offsets. This possibility did not exist in the Brockmole and Henderson’s study and in the present study because two photographs were taken with or without an additional object to create onsets and offsets. Another point of note is that Mondy and Coltheart only measured accuracy. This leaves open the possibility that there were speed-accuracy tradeoffs in their study. That is, it is possible that offsets were indeed more difficult to detect in their experiments too, but the increased difficulty led participants to slow down in offset trials, resulting in higher accuracy for offsets than onsets. The present study excluded this possibility by measuring both reaction time and accuracy.

In conclusion, the present study showed that the onset of a new object can be detected more efficiently than the offset of an existing object, even when scenes are more realistic and thus contain more visual noises than abstract arrays of simple objects. This helps bridge the gap between visual search studies and change blindness studies, facilitating the use of rich knowledge gained through visual search studies for understanding change blindness. In particular, it is suggested that not all visual events are equal in their susceptibility to change blindness; rather, as results from visual search studies indicate, abrupt onset of a new object is especially resistant to change blindness. Future studies should build on this finding to investigate the mechanisms with which the detection of onsets is enhanced under naturalistic viewing conditions.
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Abstract. Experimental evidence sheds new light on the role of spatial geometry for wayfinding in real urban environments. Eye-tracking is used in a desktop-based experiment to study where people look during wayfinding decisions when let to look freely or asked to find a taxi rank. Gaze patterns from these two tasks are compared with a subsequent recall task and analyzed in light of the topology of the street grid. Results show that decisions strongly favor more connected streets, and that fixation patterns respond to the spatial geometry of the stimuli in both the spatial decision-making and recall tasks. Controls single out the impacts of lighting and affordances in both the behavioral responses and gaze bias patterns; the presence of people and traffic serve as particularly strong attractors. The paper highlights the role of spatial geometry for individual spatial decision-making in real urban environments.
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1 Introduction

The paper provides initial experimental evidence for the role of spatial geometry during wayfinding in real urban environments. A desktop-based eye tracking experiment shows where people look when making wayfinding decisions, either when looking freely or when searching for a taxi rank. The stimuli used in the experiment were photographs of urban street corners. Task-related viewing patterns are controlled for through a recall task. Two strands of analysis are explored. First, the behavioral responses of the spatial decision-making tasks are compared with the spatial configuration of the urban layout; this is recorded using the space syntax measures of Integration and Choice at global and local scales. Second, the gaze bias patterns are analyzed; fixations in the spatial task conditions are compared with those in the recall task. The similar gaze bias pattern between the wayfinding tasks and the recall task are an indicator that subjects are responding to the spatial geometry of the stimuli.

The paper begins with an overview of relevant previous work. It then reports the experiment design, the procedural methods and the nature of the data analyses. The paper discusses the behavioral results in light of the space syntax model of street connectivity. Results show that the space syntax model is effective when assessing individual spatial decision-making. The paper then turns to the gaze bias patterns and highlights the similarities between the spatial tasks and the recall task. Results in this paper provide initial experimental evidence for the role of spatial geometry in real
world individual spatial decision-making; future work should provide specific visuo-spatial measures that model the gaze bias recorded.

1.1 Wayfinding Behavior

The effect of environmental variables on wayfinding behavior has been discussed in various studies. Wayfinding can be defined as the decision-making process stage of navigation, where navigation is composed of locomotion and wayfinding [1]; wayfinding is necessarily related to choices made by the individual. Weisman’s seminal study identified floorplan configuration, architectural differentiation, visual access and signage as environmental variables affecting wayfinding behavior [2]. The role of spatial configuration on individual spatial decision-making is particularly interesting because it suggests that the layout of the environment itself affects the choices that individuals make. The term spatial configuration refers to the way every space in the built environment relates to every other; at an urban scale, it defines the connectivity between all the streets in a network. Peponis, Zimring and Choi’s study of wayfinding behavior suggested a positive influence of spatial configuration on wayfinding performance [3]. This was substantiated in a later study that examined a large number of participants whilst wayfinding in hospitals [4]. A recent paper finds that measures relating to spatial configuration can be used to explain wayfinding behavior [5]. All of these studies use space syntax-related techniques to measures spatial configuration. This study, building on results in [6], aims to test the hypothesis that wayfinding behavior in an urban environment is largely affected by the spatial configuration of the street grid.

Several other factors have been shown to affect wayfinding behavior. Wayfinding strategies are based on spatial knowledge, of which three types have been identified: landmark, route and survey [7]. This paper looks at path search activities, with no information pertaining to either route or survey knowledge. Wayfinding is affected by familiarity; several studies have noted a change in wayfinding behavior when subjects are familiar with the environment (eg. [8], and more recently [9]). Familiarity is not a condition tested in this study, although it is controlled for, as all subjects were not familiar with the environment. Wayfinding behavior is also affected by attractors, such as people and traffic (eg. [10], [11], and [12]); this study specifically controls for both factors. Another variable is the spatial ability of the subject, which can be tested by recording the wayfinding performance (eg. by using the Santa Barbara Sense of Direction Scale, see [13]); this is not a feature of this study, as there was no correct wayfinding behavior.

The explicit or implicit purpose of wayfinding is a crucial factor in explaining wayfinding behavior. It follows that studies wishing to examine wayfinding behavior must be acute in their identification of a task; a taxonomy of wayfinding tasks has been proposed to help classify studies that use different tasks [14]. The simplest wayfinding task is to ask, ‘which way would you go?’. It forces a choice based on a purpose that has not been made explicit, although the subject, in reaching a decision, will have acknowledged some type of purpose. It is suggested that a basic human characteristic, when faced with an open question of which way to go, is to assess how
connected the path alternatives are. Thus a subject looking at the same scene in two instances, with a different purpose in mind in each case, might well reach a different conclusion as to which way to go. This paper explores the role of a task in wayfinding behavior by examining directed and undirected path search activity.

1.2 Using the Space Syntax Model to Measure Spatial Configuration

The paper tests the role of spatial configuration on wayfinding behavior. It measures spatial configuration using the space syntax environmental model (see [15] for an introduction to space syntax). At an urban scale, the space syntax model reduces the street grid to the set of longest and fewest lines of sight with potential for movement in the system; this is known as an axial map (eg. figure 5). These lines of sight are then broken at each junction into segments, so that each segment begins and ends at an intersection with another line. This produces a network of intersecting lines which can be analyzed as a graph, with the segments as nodes and the intersections as the links connecting them (see [16] on graph theory). The benefit of using the segment model is the ability to weight the graph for angular displacement, which seems to reflect individual spatial decision-making [17].

![Segment angular model](image)

**Fig. 1.** Segment angular model of a street network (left); its associated graph (right) indicates which are the more connected segments in the model.

The model is solely based on the connectivity of streets, and does not include any other type of information such as land use or traffic flow. The model has proved accurate at the aggregate level, although it seems likely that it is also relevant at the individual level, given that it seems to reflect the way humans interact with their surroundings [18]. The issue of developing the space syntax model has gained importance in the space syntax community [19]. The specific merits of the space syntax model for individual spatial decision-making were highlighted by Hillier and Iida, in which they argued for the geometric and topological capabilities of the model over existing metric models [17]. Only few studies have attempted to relate real world navigational decisions with spatial configuration (eg. [4] and [5]), and these tend to be in an indoor setting. This paper provides experimental data that can be used to test the effectiveness of the space syntax model on choices made by the individual in urban settings.
1.3 Wayfinding and Gaze Bias

Using an eye tracker to record gaze bias is a useful method in navigation research to avoid the subjectivity of asking participants how they chose which way to go. Several studies use eye tracking devices to record the viewing patterns in navigation-related research; however only few studies have used eye tracking to examine path search behavior during wayfinding. A recent paper reveals the benefit of recording fixation during when analyzing wayfinding behavior in a study based on virtual stimuli [20]. Another study records wayfinding behavior in a real world setting using a mobile eye tracker [21]; however the difficulty in identifying fixations suggests that real world studies need not necessarily collect data in situ. This paper uses color photographs of the real world.

Several models of the visual perception of real world stimuli exist, against which collected gaze bias data has to be tested; these span top-down (task related) and bottom-up (stimulus derived) influences (see [22] for an overview). The most widely recognized bottom-up approach uses saliency maps, which model the orientation, color and intensity properties of the stimulus (eg. [23]). Purely bottom-up models offer a reliable explanation for covert attention patterns, but often fail to account for contextual elements in more complex viewing behavior. To this end, the contextual guidance model includes information that is likely to be relevant when viewing the stimulus [24]. At the other end, top-down models suggest that viewing patterns can be largely explained through task-related influences; Yarbus’ pioneering study offers evidence for this model [25].

Both of these models are addressed in this study. To account for the influence of low-level properties on viewing behavior, lighting conditions are controlled for in some of the stimuli. Specifically, in the instance where one path alternative is far brighter than the other, a control condition is presented where both path alternatives have the same brightness. To account for task-related influences, the experiment design accounts for spatial and non-spatial tasks. By having a change of task, it will be possible to assess to what extent the viewing behavior is determined by the nature of the task.

1.4 Spatial Complexity

Another benefit of recording fixation data is the ability to examine in greater detail the role of spatial complexity on wayfinding behavior. Factors relating to spatial complexity play a role in determining wayfinding, although it is sometimes difficult to distinguish between spatial complexity and configuration. Several studies acknowledge the need to study the complexity of the configuration; for Weisman the two factors go hand in hand [2]; O’Neill discusses the measure of topological complexity [26] and, more recently, Hölscher et al. [5] examine floorplan complexity.

Spatial complexity can be measured by looking at the number of objects in a scene, which provide directly deducible information as to which way to go. This type of complexity is specifically accounted for in this experiment through the choice of stimuli used. In addition, this study tests the hypothesis that people and traffic act as affordances.
Another way to measure spatial complexity comes from isovist analysis\(^1\). An isovist is a 2D polygon that represents the vista around one point, its generating location (see [29] for a pioneering study of the use of isovists in the built environment). Different properties of an isovist represent geometric information in the environment (see for example ([29], [30] and [31])); some of these have been shown to correlate with navigation behavior (eg.[5], [32] and [33]).

Whilst isovist analysis and visibility graph analysis (which examines the interrelation between individual isovists, see [30]) provide an accurate measurement of the geometric properties of a viewshed, they tend to be based on the architectural representation of the environment. For studies undertaken in a virtual environment, the viewsheds match the perceptual information the participant is presented with. However, in the real world, the different forms of isovist analyses do not match a subject’s sensory information; street furniture, moving obstacles, contrasting light conditions and overhead obstructions are all examples of how the structural properties of a real world viewshed might differ from the viewshed drawn off an architectural representation of the environment. A recent innovation in isovist analysis seeks to adapt existing techniques to the challenges of real world experiments. Six image properties have been proposed that represent geometric properties of the urban environment as perceived by the viewer: depth of view, visual connectivity, percentages of visible sky and floor areas, the ratio of sky to floor area and the longest permeable route [34]. In a similar approach, but using virtual stimuli, Wiener et al. [20] propose the depth profile in conjunction with the number of edges as a useful measure of geometric information in the environment as perceived by the viewer.

Although the type of spatial complexity addressed by isovist-inspired analyses is not controlled for in this study, it will be a salient component of a subsequent study that aims to model the gaze bias reported in this study through visuo-spatial measures.

1.5 Specific Aims and Hypotheses

The paper addresses two specific research questions.

- To test whether people understand the global configuration of the built environment when viewing a local viewpoint during wayfinding. This is tested by comparing the number of wayfinding decisions that can be modeled using space syntax measures of spatial configuration.
- To examine what people look at when making wayfinding decisions. The hypothesis is that the spatial geometry of the local viewpoint is crucial, although the presence of attractors is likely to be paramount; this should be measured using isovist-related techniques. Only initial evidence towards this research question is provided here, which should be tested more fully in subsequent research.

\(^1\) Note that the concept of an isovist was originally used in landscape analysis by Hardy [27] and the term coined by Tandy [28].
2 Methods

An experiment was designed to test the role of spatial geometry during wayfinding. Participants were asked to choose between path alternatives, either when looking freely or when searching for a taxi rank. In a subsequent task, participants were asked to recall whether a particular stimulus had already been shown. The stimuli used in the experiment were photographs of urban street corners.

2.1 Stimuli

**Spatial Tasks.** The stimuli were 28 photographs taken at urban street corners in the City of London, which is the historical core, and an important financial and legal center, of London. Each stimulus presents a decision point with a distinct binary choice of one left and one right path alternative. The photographs were taken for the study using a tripod and a camera specific head to ensure that the camera itself (and not just the tripod) was level with the ground. The height of the lens was 160cm, the average eye height for people in the UK, with minimal discrepancies to ensure that the camera was level.

The photographs aim to present the viewer with a clear understanding of the spatial geometry of the environment. Elements of a scene that reflect a temporary quality, such as people, vehicles or building works were avoided. This leaves an image in which the spatial geometry of the scene is intact – a necessary feature of a study on the spatial geometry of wayfinding in urban environments.

Another merit of the stimuli is that they evoke wayfinding activity; responses in a post-study interview of a pilot study suggest that participants were responding to the photographs as if they were in situ. This is important because i) it confirms the role of wayfinding as a static condition of navigation that occurs at decision points and ii) this study promotes the benefits of modeling real world wayfinding behavior using photographs.

![Example stimulus](image.jpg)

**Fig. 2.** Example stimulus

Several of the variables identified in the literature were controlled for. Attractors were controlled for in the choice of stimuli by including some stimuli where people and vehicular traffic are present.
Fig. 3. Example stimuli for the control conditions of attractors; people (left) and a bus (right) are visible.

Top-down viewing properties of the stimuli were controlled for by altering the light conditions in two of the images, such that the two path alternatives were seen to have equal light settings. The images were chosen to test the effect of light conditions because the path alternatives feature an alleyway leading an opening onto a subsequent street.

Fig. 4. Example of a control condition for light. The left image shows one path alternative that is considerably darker than the other; this bias is not present in the right image.

Recall Task. For the recall task, random subsets of stimuli already used in the experiment were interspersed with different stimuli, from which the initial set were originally derived. This ensured that the stimuli in the recall task were similar in nature to the original stimulus set.

2.2 Tasks

Spatial Tasks. The experiment examines path search behavior, where no information is provided of route or survey knowledge. In order to fully investigate this kind of wayfinding activity, two instances are assessed: i) an undirected instance where participants looked freely, responding to the question ‘which way would you go’ with no other information being provided and ii) a directed instance where subjects were
asked to look for a taxi rank. Another benefit of examining these two types of way-finding activity is to be able to assess how important the introduction of a specific task is.

A pilot study identified what kind of task would be suitable for examining the directed path search behavior. The aim was to have a task that was spatially defined as well as visually neutral, to promote a natural viewing behavior during the eye tracking experiment. By having a task that promotes the use of spatial configuration to aid the decision process, it is more likely that space syntax measures will be able to model those decisions. The hypothesis is that the specific task will facilitate the decision-making process – it is suggested that lower response times will reflect this.

**Recall Task.** In order to control for the top-down viewing properties of the stimuli, a non-spatial task was introduced into the experiment design. Should the viewing pattern of the stimuli be determined by top-down effects, a change of task should produce vastly different viewing patterns. A commonly used non-spatial task is a recall task, implementing learning processes. Participants were asked to recall whether a stimulus had already been shown in the experiment; they expressed a positive or a negative response, corresponding to an accurate or an inaccurate recall response.

### 2.3 Participants

15 participants took part in the experiment, of which 10 were female. The average age was 29.9 ± 5.9 years. None of the participants were familiar with the area used in the study; this can be deduced from responses in the post-study interview in which none of the participants said they recognized the images, nor were they able to state with any accuracy which urban environment they were taken from.

### 2.4 Procedure

A desktop-based pan/tilt ASL Eye-Trac 600 was used, with a screen refresh rate of 100Hz. Participants sat in front of the monitor at a distance of 60cm so that the resulting visual angle was 35 degrees on the horizontal scale and 27 degrees on the vertical scale. A nine-point calibration grid was used before and after data was collected to ensure that the eye movements were fully calibrated with the equipment. Subjects viewed the stimuli at a resolution of 1024 x 768 pixels on a 20” CRT monitor. Stimuli were shown until a response was made. A white screen with a central black cross was shown for 2 seconds in between stimuli to foster similar viewing behavior for each stimulus.

Participants filled in a brief questionnaire informing them of the nature of the study. This included information asking them to look carefully at the stimuli and to choose to go either left or right according to a task; responses were recorded by using the arrow keys on the keyboard. They were told to follow on-screen instructions relating to a change of task during the experiment. Participants were asked to make their choice as soon as they were confident with that decision.
To control for any left/right bias a version of each stimulus was generated that was mirrored on the vertical axis. Each participant was shown the full set of stimuli including the mirrored version (n=28) in random order. The spatial tasks were blocked, with the undirected instance being shown first; this was the necessary procedure to avoid participants responding to the more specific directed task in the undirected instance. Participants viewed half the stimuli when responding to the undirected task; following on-screen instructions, participants viewed the remaining half of the stimuli while responding to the directed task.

Subsequently, on-screen instructions asked participants to recall whether they had already been shown any of the following stimuli. Five randomly chosen stimuli from the full stimulus set were interwoven with the same number of images not previously viewed; these images (n=10) were then shown in random order.

2.5 Space Syntax Measures

The space syntax model was used to provide the measure of spatial configuration for each path alternative in the stimuli. The space syntax model (refer to section 1.2 for more detail) is reached by reducing the street grid to a series of interconnecting lines that form a network (eg. figure 5). This network can be analyzed as a graph, with the street segments as nodes and the junctions between segments as the links connecting the nodes (figure 2). The graph is measured according to different mathematical properties (see [16] that are believed to reflect urban movement (for a greater discussion of this refer to [17]).

The space syntax measures allow for a scientific definition of the more connected street, derived from graph centrality measures. For each stimulus, the connectedness of both path alternatives was compared and the more connected path alternative identified; two connectivity measures were used at two scales. The measure of closeness, or Integration as it is commonly known in space syntax research, reflects how likely it is that a segment is an origin or destination segment. The measure of betweenness, or Choice, reflects how likely it is that a segment features as an intervening space in between an origin and destination. These measures can be recorded at different scales, reflecting the variable length of journeys in the urban network; at a basic level it is helpful to distinguish between local and global scales. The scale is recorded in terms of a radius, centered on the segment in question, measured in metric distance.

The space syntax model used in this study was based on an axial map of Greater London, restricted to the area of interest (the center of London) plus a catchment area of three miles to avoid any edge effects. All the analysis was segment angular analysis. Integration and Choice were measured at the global scale (r=n) and at the local scale of radius 100m; note that it is customary in space syntax research to record the natural logarithm of Choice. Below are the graphical representations of the measures from the space syntax model; the darker the line, the more connected the street is.

The selection of the local radius of 100m was reached through a pilot study that measured the average depth of view in a large set of photographs from which the stimuli used in the present study were ultimately derived. In addition, it is reasonable to assume that most spatial decisions are reached based on information within 100m from the current standpoint.
2.6 Analysis

Two strands of analysis are explored: analysis of the behavioral data is followed by the gaze bias data. In each case the spatial task data is compared with the recall task data.

Behavioral Analysis

Spatial Tasks. The behavioral analysis of the spatial task data is divided into three sections: response time, connectivity and controls.

Response Time

Connectivity. The number of decisions each participant made that favored the more connected street was recorded. The concept of the more connected path alternative refers to the space syntax measures of spatial configuration, which are mathematical measures based on a topological model of the urban street grid (see above). Two space syntax measures were used, each at local and global scale, resulting in four variables:

- Integration $r=n$;
- Integration $r=100m$;
- Choice $r=n$;
- Choice $r=100m$.

For each stimulus, the more connected path alternative for the above measures was identified. The number of decisions made by each participant that favored the more connected street was recorded. The data was tested against the null hypothesis that decisions were random using a one-sample t-test. Note that both the undirected and the directed search task in this experiment encouraged the participant to choose the
more connected of the two path alternatives; the merit of having both tasks is to be able to assess the impact of the specific task (taxi rank) from free roaming activity.

Controls. Any Left/Right bias was controlled for. The number of decisions each participant made that went the same way, regardless of whether the path alternative had been shown on the left or right hand path choice was recorded. A one-sample t-test was used to test the probability that participants’ choices did not fit a 50:50 model. Additionally, decisions in the controls for light and attractors are described; given the small sample size for these control conditions, no statistical tests are provided.

Recall Task. Time-course analyses and the success rate of the recall task are examined. The main aim of the recall task is to test task-related viewing patterns, thus more analysis is provided in the gaze bias section below.

Gaze Bias Analysis. Several aspects of the recorded gaze bias were analyzed: to which path alternative each fixation belonged; the average fixation duration; the time-course of the fixations; and the location of the fixation.

3 Results

3.1 Behavioral data

Spatial Tasks. Results from the behavioral data shed light on the hypotheses.

Average response time. The average response time was 2.61 secs (range: 0.694–19.01 secs). There was a marked difference in response times for the two tasks. Average response time for the undirected task was 3.0 secs (range: 0.694–13.49 secs), compared to 2.22 secs (range: 0.709–19.01 secs) for the directed task. This provides evidence that the introduction of a specific task facilitated the wayfinding decision.

Connectivity. Results show that participants tended to choose the more connected street. The null hypothesis is that half of the decisions made by each participant would follow the more connected street. In all four measures of connectivity however, the number of decisions were above the expected value of 14 (table 1). More decisions could be modeled using measures of Integration than Choice; and for both Integration and Choice more decisions could be modeled using global measures over local measures.

Table 1. Average number of decisions per participant made in both path search tasks that can be modeled according to the space syntax measures of Integration and Choice at global and local scales

<table>
<thead>
<tr>
<th></th>
<th>Integration r=n</th>
<th>Integration r=100m</th>
<th>Ln Choice r=n</th>
<th>Ln Choice r=100m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Av. no of decisions</td>
<td>21.53</td>
<td>19.93</td>
<td>19.67</td>
<td>15.13</td>
</tr>
<tr>
<td>p value</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.02</td>
</tr>
</tbody>
</table>
The results show a difference in choices made according to the spatial task. Participants responded to the first half of stimuli according to the undirected path search task, thus results are tested against the expected value of 7. All connectivity measures recorded an average number of decisions above that expected value (table 2). Fewer decisions could be modeled according to Choice than Integration. The greatest number of decisions in the undirected path search task could be modeled using the local Integration measure.

Table 2. Average number of decisions per participant made in the undirected spatial task that can be modeled according to the space syntax measures of Integration and Choice at global and local scales

<table>
<thead>
<tr>
<th>Integration r=n</th>
<th>Integration r=100m</th>
<th>In Choice r=n</th>
<th>In Choice r=100m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Av. no of decisions</td>
<td>9.333</td>
<td>10.0</td>
<td>8.7333</td>
</tr>
<tr>
<td>p value</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>

More decisions could be modeled using the space syntax measures in the directed than the undirected path search task (table 3); in particular both global measures reflected a larger number of decisions. Results suggest that the global integration measure is particularly effective when examining wayfinding in a directed path search task.

Table 3. Average number of decisions per participant made in the directed path search task that can be modeled according to the space syntax measures of Integration and Choice at global and local scales

<table>
<thead>
<tr>
<th>Integration r=n</th>
<th>Integration r=100m</th>
<th>In Choice r=n</th>
<th>In Choice r=100m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Av. no. of decisions</td>
<td>12.2</td>
<td>9.9333</td>
<td>10.9333</td>
</tr>
<tr>
<td>p value</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>

Controls. Testing whether there was any Left/Right bias, the results show that participants chose the same path alternative, regardless of whether it was shown on the left or right hand side. On average, each participant chose the same path alternative in the mirrored image 11.53 times (p<0.01), tested against an expected value of 7. This level of consistency suggests that participants were not making random choices.

Attractors affected the decisions made; of the 120 decisions made in the presence of attractors, 110 (91.67%) followed them. This was especially marked in the case of people (96.67%), and high also for traffic (90%). Although the sample size for the controls is small, the data seems to relate a clear picture on the role of light and attractors in the experiment.
Results suggest that participants’ choices were not determined by lighting conditions. Of the 60 decisions made in these conditions, 52 (86.67%) were not affected by light conditions.

Recall Task. Results show a high success rate in the recall task. Of the 75 decisions made in the recall section of the experiment, 67 were correct in their response. That is, with 89% accuracy, participants successfully recalled whether a stimulus had been previously shown in the experiment. Average response time was lower in the recall task compared to the spatial tasks. On average, a successful recall response was recorded at 1.68 secs (range: 0.703–7.91 secs), which is a far quicker response time. This reflects the fact that the stimulus had already been shown.

3.2 Eye Tracking Data

Spatial Tasks. Results from the eye tracking study offer a greater level of detail in the analysis of the choices made.

On average, there were 4.29 fixations per participant per stimulus. There was no significant tendency to look at the eventually chosen path first (14.53 decisions per participant; p=0.228 in a one-sample t-test for a number of decisions above the expected value of 14). This is because there is substantial evidence to support the hypothesis that participants tended to look left first, irrespective of the stimulus shown; on average each participant look left first 20 times (p<0.01). A possible explanation for this could be that British traffic customs encourage pedestrians to look left first before crossing the street. Of more relevance is that the final fixation was often directed towards the chosen path choice; this occurred on average 18.93 times per participant (p<0.01). In addition, subjects tended to spend more time looking at the path they eventually chose as opposed to the discarded path alternative (0.87 secs vs. 0.67 secs). Further evidence to support the hypothesis that subjects’ gaze behavior tended to be directed towards the path alternative they eventually chose, can be found in the higher number of fixations to that side (2.39 vs. 1.88) as well as longer fixations (0.35 secs vs. 0.3 secs).

In between the initial and final fixations, subjects crossed the center line 1.91 times on average. This shows that subjects were evaluating the path alternatives. It also suggests that the participants were able to respond to the study as, on average, they did not contemplate the two path alternatives for a lengthy period of time. Further evidence to support this statement comes from the average fixation duration (0.36 secs) and average number of fixations (4.29), which appear low when comparing with other studies. This, however, is to be expected in an eye tracking study using photographs as stimuli and strengthens the hypothesis that subjects were responding to the study as though they were physically located in the environment itself. Indeed the post-study interview recorded many comments to the same effect, confirming the benefit of working from real-world stimuli.

Thus a general trend for participants’ viewing behavior for each stimulus of the study can be described as looking left initially, crossing the center line almost twice
per stimulus, and viewing the eventually chosen path last, having spent more time in the eventually chosen half.

Initial analysis using isovist-related techniques suggest that measures of spatial complexity provide an adequate model of the gaze bias. Promising measures are i) the number of vertical edges in a scene, ii) the depth of view and iii) the amount of visible floorspace. Further research will be able to provide a model of the gaze bias data deriving from the geometric properties of the environment. Significantly, the location of fixations in the control scenes does not alter the general viewing pattern. This suggests that low-level stimulus properties are not the determining factor in the gaze bias data.

![Fig. 7. Example fixation data for one stimulus, comparing the fixations for the spatial and recall tasks](image)

**Recall Task.** The average fixation duration was 0.29 secs, shorter than in the spatial tasks (0.36 secs), reflecting the fact that the recall task was (necessarily) subsequent to the spatial tasks. As in the spatial tasks, there was a tendency for the first fixation to be directed towards the left path alternative; 62% of initial fixations were towards the left. On average, the time-course pattern for the recall task involved crossing the center line 1.61 times, evidence that compared to the spatial task there was less need to double-check the first fixated path alternative.

Initial analyses of the fixation locations show that the change of task did not affect where participants directed their attention. As seen in the example stimulus above, there is no great variation of the direction of attention during the recall task compared to the spatial tasks. This suggests that task-related influences are not the main driver of fixation location.
4 Discussion

Results from the study promote the use of real world photographs for wayfinding studies using eye tracking. This study analyzed one type of wayfinding behavior, path search behavior, with no information pertaining to route or survey knowledge.

One aim of the study was to test the role of spatial configuration during wayfinding. This was tested using a distinct form of analysis: the number of decisions made that favored the more connected street. Connectivity was measured using the space syntax model of street connectivity; specifically global and local (100m) Integration and Choice were used. Two thirds of the behavioral responses in the spatial tasks corresponded with space syntax measures of spatial configuration. This is an important finding as it lends weight to the relevance of the space syntax model for decisions made by the individual. The space syntax model is based solely on urban grid connectivity; the path search tasks used in the study did not provide any information relating to route or survey knowledge. Thus the study is well-placed to address the role of topological connectivity in individual spatial decision-making. Further work would provide more detailed understanding of the phenomenon; for example, the discrepancy in topological connectivity between the two path alternatives could be the basis from which the stimuli set is based.

The paper discusses the merit of the space syntax measures of Integration and Choice at local and global scales; results in this study provide empirical data confirming the findings of previous studies (see [34] and [6]). Specifically, global integration proves to be a relevant measure; this is a crucial finding because it suggests that we understand the global structure of a space from a local viewpoint, a tenet of space syntax theory underlying the concept of intelligibility. Thus this paper provides initial empirical evidence in support of the theory that the intelligibility of an environment stems from the relation between the local and global scales. Further empirical evidence is required. One avenue to investigate this would be to test the relationship between both depth of view and visual connectivity with global integration, variables identified in a previous study [34], in the fixation data.

The study identified the effect of a specific task on path search behavior. The introduction of the taxi rank task i) re-enforced the number of decisions made in the undirected path search scenario that favored the more connected street and ii) required less time for a response to be made. It is suggested therefore that future studies need not introduce a specific task when looking at path search behavior; the research could focus on the most innate form of wayfinding would be examined, without the subjectivity involved when interpreting a task.

Controls tested for a number of conditions. Any Left/Right bias was tested by including a mirrored version of each stimulus in the final set; on average participants chose the same path alternative in 82% of cases, regardless of whether that path alternative was shown on the left or right hand side. The role of attractors was controlled for by having people and traffic present in some of the stimuli. Results confirm those of previous research where wayfinding behavior is affected by attractors; this was especially marked when people were present.

Results from the gaze bias data suggest that participants’ viewing behavior cannot be sufficiently explained by looking either at the low-level properties or at task-related influences. In the control conditions for light, there was no substantial
variation in viewing behavior between the different conditions. This shows that lighting conditions cannot be used alone to explain the viewing patterns and suggests that a model of fixation data based solely on low-level stimulus properties would not be adequate. No substantial change in viewing behavior was seen in the change of task. Participants tended to view the stimuli in a similar fashion whether they were asked to execute a spatial decision-making task or a recall task. This shows that task-related influences cannot be used alone to explain viewing behavior. Taken together, these two characteristics expose the relevance of visuo-spatial measures to model the fixation data. It is hoped that future research will contribute to a predictive model for wayfinding behavior based on the structural properties of the environment.
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Abstract. Reasoners need to revise their beliefs about the state of the world when confronted with contradicting evidence. In the spatial context, belief revision is assumed to be accomplished by variation of initially constructed spatial mental models. The revision process includes decisions about which part of a model to retain and which one to modify. Usually, there are several alternatives for model variation that re-establish consistency within belief sets. Frequently, these alternatives are logically equivalent. Nevertheless, human reasoners show clear preferences for certain alternatives. The assumption is that the preferences result from the application of principles that are cognitively more economic compared to others. In two experiments, we investigate how the number of objects involved in model variation processes affects preferences in model variations during spatial belief revision. We discuss whether the results can be explained in terms of cognitive economy.
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1 Introduction

Multiple sources provide us with information about the state of the world. Sources differ in many ways, for instance concerning reliability, familiarity, and trustworthiness. Additionally, the context, information is concerned with, is more or less familiar, information itself more or less plausible, probable, important, and so on. Some pieces of information simply confirm what we already know or believe to know about the world and some increase our knowledge base. However, some conflict with what we believe. That entails that these pieces of information are not addable to sets of already existing beliefs in a monotonic way but cause the need for giving up existing beliefs to re-establish consistency within these sets [1]. Belief sets need to be updated when reliable information indicate that the world has changed. They need revision, when information surface which reliably indicate that some of our existing beliefs are not maintainable because they are obviously not true [1-3]. Here is an example:

Imagine you have received the description of a route to your friend’s house that includes the statements:

1. “The filling station is on the left hand side, opposite the bakery.”
2. “At the same side as the bakery you find a supermarket.”
Viewing it from the front, you would expect the arrangement of the buildings to look like

(3) Filling station  Bakery  Supermarket

In order to recheck the description you consult Google Earth. However, unfortunately, Google Earth only provides you with a picture of a very small excerpt of the scene, you actually wanted to look at; and rather confusing, what you see could be described as:

(4) “Supermarket in front of filling station”

You take the picture you look at and thus the statement (4) as fact because it is putatively more reliable than the description you have received. However, this implies that you need to revise your initial assumptions about the relations of the buildings. To do so, you are required to retract at least either information provided by statement (1) or (2) and/or to modify the spatial arrangement of the buildings (3) you had in mind. For the latter, there are two alternatives to go with both, taking into account the fact and preserving as much of the initial information as possible:

(5) Filling station  Bakery  Supermarket

or

(6) Bakery  Filling station  Supermarket

Arrangements (5) and (6) are modifications of the initial arrangement. Arrangement (5) is obtained by relocation of the “Supermarket” within the initial arrangement; it preserves the information conveyed by statement (1). Arrangement (6) is obtained by relocation of the “filling station”; it preserves information from statement (2). Both arrangements involve the same amount of changes in terms of relocated objects (one, respectively). Also, the same amount of information from the descriptions is preserved/retracted in both alternatives. Thus, the amount of changes does not help with the choice of which assumption about the arrangement of the buildings should be preferred over the other. From a logical point of view, arrangements (5) and (6) are equivalent variations of the initial arrangement. Thus, logic does not help with the choice of how to modify the initial arrangement, either. Both, the amount of changes and logic indeed would leave reasoners undecided or confused. However, studies that looked at spatial reasoning suggest that human reasoners indeed clearly prefer certain alternatives over others [4-9].
The present paper is concerned with the factors that lead to preferences in spatial reasoning during the revision of spatial beliefs. The general questions are: how are spatial relations processed during revision? And, what guides the revision process? Subsequently to summarizing theoretical assumptions and empirical findings about spatial relational reasoning and spatial belief revision, we present two experiments that investigated revision of spatial beliefs with two-dimensional arrangements of four objects. Alternatives to revise these arrangements differed in the number of objects (one vs. two) involved in the revision process. The specific question was: What role does the number of objects, relocated in order to modify an initial arrangement, play during revision? Does it provide a guiding factor in the course of revision in the sense that reasoners prefer to keep the changes in terms of relocated objects little? In that case, reasoners should prefer relocating single and avoid relocating multiple objects.

1.1 Relational Reasoning with Spatial Mental Models

Many studies show that during reasoning with spatial relations, the objects and relations are represented in spatial mental models. Relational reasoning is describable in distinct phases: in the first phase, reasoners construct spatial mental models that reflect the information provided by the premises. This model allows for the inspection in search of information that is not explicitly given in the premises. Inspection phase is followed by a variation phase. During this phase, reasoners vary preferred mental models in order to find alternative interpretations of the premises. However, this model variation takes place only if it is required by the specific problem. If this is not the case people only rarely search for counterexamples that refute a putative conclusion. This often leads them into errors and logically invalid inferences [4-5]. Vast empirical evidence corroborates the notion that construction and inspection of spatial mental models provide the basis of relational reasoning [5], [10-19].

The question, the present work focuses on is how reasoners deal with spatial information that partly conflicts with information they have received beforehand and that run counter their beliefs about the spatial arrangements of objects. To take contradicting information into account with the aim to re-establish consistency within a certain belief set, reasoners need to detect inconsistencies between a former description and a new piece of information. Johnson-Laird, Legrenzi, & Girotto (2004) and Johnson-Laird, Girotto, & Legrenzi (2004) describe the ability of reasoners to detect inconsistencies in terms of model inspection. They conclude that, in general, reasoners detect conflicts quite reliably [20-21]. Inconsistency detection implies the detection of a conflict between previously given information with a new piece of information. Given the new piece of information is an incontrovertible fact, reasoners need to decide which piece(s) of information, initial beliefs are based upon conflict with this fact. Frequently, there are multiple alternatives for re-establishing consistency within belief sets and logic does not provide criteria for the decision which information to retract and which to retain in the course of revision.
1.2 Variation of Spatial Mental Models during Revision

It is assumed that reasoners base their revisions of beliefs about the relations of objects in space on a variation of initially constructed spatial models [4-10], [12]. The revision phase is deemed as a distinct phase, following construction and subsequent inspection (implicating inconsistency detection) of a spatial mental model [10].

The process of model variation itself has been shown to be guided by specific factors. With verbal descriptions expressed in a binary relations with \( r(X,Y) \), it has been shown that it relies on cues provided by conflicting information [10], [22]. A binary relation holds semantic cues that result from the semantic distinction of \( X \) as the “to-be-located object” (LO) in contrast to \( Y \) as the “reference object” (RO). The asymmetry of the two arguments (LO, RO) specifies the location of the LO relative to the known location of the RO [23]. Several empirical findings corroborate this assumption, for instance, findings in studies on the integration of new spatial information provided by binary relations into already existing spatial models [24-27]. In his theory, Logan (1994, 1995) proposes that attention is turned to a certain region by linguistic cues provided by these relations [28-29]. Attention moves from a statement’s RO to the region the LO can be expected. The findings converge to that effect that reasoners consider an RO’s position as fixed while the LO is flexible and locatable relative to the RO’s position.

For the variations of horizontal linear arrangements, the following finding concerning reasoners’ preferences is characteristic [8-10]:

<table>
<thead>
<tr>
<th>Initial arrangement</th>
<th>A B C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contrafact</td>
<td>C is left of A, with C as the relation’s LO</td>
</tr>
<tr>
<td>Preferred varied arrangement:</td>
<td>C A B</td>
</tr>
</tbody>
</table>

Note that the logical equivalent (non-preferred) alternative for variation of the initial arrangement by relocating the contrafact’s RO (here: A) results in the revised arrangement:

B C A.

Basically, the position of objects as rearranged during the variation process of spatial belief revision is guided by information provided by the contrafact.

1.3 The Number of Objects and Relational Complexity

Here we present two experiments which investigated revision processes with relations more complex compared to relations of three objects. Verbal descriptions were presented that described the arrangements of four objects in a two-dimensional layout, such that the first three objects were aligned horizontally and the fourth object was related to one of the outer positioned objects of the horizontal arrangement. Participants’ task was to construct the arrangement from the description and present the solution either by drawing (experiment 1) or by choosing the correct arrangement.
from two presented arrangements (experiment 2). Subsequently, participants were asked to judge whether a statement (binary relation about the two objects positioned at the outmost locations of the horizontal arrangement) that was introduced as “fact” about the arrangement at hand was consistent with previous information or not. In case of inconsistency detections, participants were asked to revise their assumptions about the relations of objects among each other by taking into account the fact’s spatial information. In experiment 1, participants were asked to sketch relations of the objects by drawing. In experiment 2, they were asked to choose between two alternative arrangements.

Our hypotheses concerning fundamentals underlying the revision process are:

- revision is accomplished by variations of initial arrangements.
- variations incorporate the fact’s information while as much of the initial information as possible is preserved.

Experiment 1 tested these assumptions in a situation allowing participants to sketch the objects’ relations unconfined and to generate their drawings freely. Given, reasoners vary initial models, the following factors might influence variation: semantic cues provided by contrafactual information or the number of objects that need to be relocated in order to regain consistency. When the spatial information provided by contrafactual statements is vital, rather than factors adherent to arrangements, the basic principle applied in variation should rely on semantic cues provided by the contrafact. The application of this principle would lead to the following observation:

- model variation is preferably based on the relocation of the fact’s LO relative to its RO as compared to the relocation of the fact’s RO relative to its LO.

When the number of objects relocated during revision might provide a guiding factor for variation, in the sense that reasoners prefer keeping the changes (number of relocated objects) little, this would lead to the following observation:

- model variation preferably involves the relocation of one object compared to two objects.

Reasoners’ preferences were examined in both experiments. Additionally, experiment 2 intended to provide a closer look at processing times related to variation. The assumption is:

- variation processes that involve multiple objects take longer compared to single objects.

The number of items, chunks, or units of information has been suggested to increase complexity [30]. With relational processing the pivotal role for determining complexity is played by relational complexity [31-32]. Accordingly, increased complexity of ternary or quaternary relations compared to binary relations results from interactions
of the components adherent to a problem, e.g. the number of objects, relations etc. The more complex a problem the more processing capacity is needed or, differently phrased, the more cognitive resources are demanded. Processing capacity means, the amount of information stored to be processed later [33]. It is often referred to as “working memory capacity” with the working memory maintaining the information which is processed by the central executive. Allocation of cognitive resources and thus the demand for processing a certain task can be measured, e.g. by the decrement of performance of more difficult tasks that require more resources compared to less difficult tasks that require less. [31], [34]. Solutions of or decisions on problems should take longer with increased demands on cognitive resources as caused by increased complexity. The question is whether cognitive economy - reflected by the application of parsimonious principles in reasoning - can explain reasoners’ preferences.

2 Experiment 1: Drawing of Spatial Arrangements

2.1 Participants

24 participants (6 male; age: $M = 23.92$; $SD = 5.00$), all students (among them 2 students of psychology) from the University of Giessen, gave written informed consent to participation. Subjects were tested in small groups (n = 4-7) and paid at a rate of 8 Euro per hour.

2.2 Materials, Procedure, and Design

Verbal descriptions of two-dimensional spatial arrangements of four small, equal-sized, disyllabic-termed objects, belonging to either one out of two categories (fruits or tools) were presented. The descriptions consisted of three statements (premises), presented in a sequential manner with display duration of 10s each. The premises contained the relations “left of” and “right of” (1st and 2nd premises) and the relations “above” and “below” (3rd premise). The occurrence of the relations (“left of” and right of” in 1st and 2nd and “above” and “below” in 3rd premises) was counter-balanced across the experimental problems, such that each combination occurred equally often. An example description is provided below:

1st premise: “Apple left of mango.
2nd premise: “Pear right of mango.”
3rd premise: “Kiwi below pear”.
Resulting in the arrangement: Apple Mango Pear
Kiwi

In half of the problems the fourth object was attached to the object at the outer left position in the linear arrangement, in the other half it was attached to the outer right positioned object.

The description was followed by the prompt “Please sketch the arrangement of the objects.” with display duration of 20s, allowing the participants to sketch the arrangement. The prompt “Please turn the page.” with a duration of 3s and a blank slide
with the duration of 2s was shown before a fourth statement (fact) was presented for 10s. The fourth statement provided information about the relation between the two of the objects positioned at the two outer positions of the initially described arrangement (in the example above: Apple, pear). Facts (presented in red letters to contrast them from the initially presented premises which were black) were either consistent (in half of the problems) or inconsistent (in the other half) with the initial arrangement. Fact relations were “left of” (in half of the problems) and “right of” (in the other half). See an example below:

Consistent fact: “The apple is left of the pear.”
Inconsistent fact: “The pear is left of the apple.”

In half of the problems the fact’s semantic structure implied that the fourth object of the initial arrangement was attached to the object that was the to-be-located object (LO) of the fact. In the other half, the fourth object of the initial arrangement was attached to the object that occurred as the reference object (RO) in the fact. See an example below:

Initial arrangement: Apple Mango Pear
Kiwi

Inconsistent fact (1): “Pear left of apple.”, with “pear” as the relation’s LO
Inconsistent fact (2): “Apple right of pear.”, with “pear” as the relation’s RO

Note that the kiwi (as the fourth object) is attached to the pear which occurs as the LO of the inconsistent fact (1) and as the RO of the inconsistent fact (2).

The fact was followed by the prompt “Please sketch the arrangement of the objects.” with display duration of 20s and subsequently, the prompt “Please turn the page.” with duration of 3s. There was a blank slide presented for 2s before the next problem was shown. 32 experimental problems were presented, preceded by four practice problems (not analyzed).

Descriptions were provided using Microsoft PowerPoint (Version 2007) running in the windows environment XP on a standard personal computer. PowerPoint slides were presented on a big screen via video projector. Participants used a pencil to individually write down the constructed arrangements into specially prepared booklets.

Participants were instructed to draw the object arrangement according to the description. The instruction included the hint that they could not be entirely sure whether the information about the object arrangement was true. And that they would be presented with a fourth statement which would provide information about the arrangement at hand that has to be taken as a fact and being incontrovertible as such. Participants’ task was to follow the prompts, i.e. sketching the object arrangements into the booklet and turning the page, when instructed by the presented slides likewise.

Drawings of each participant were analyzed after the experimental session. Percentage values for correctly drawn arrangements were calculated. Of special interest were the drawings, generated after the information of the fact was taken into account. There
were two alternatives for revising the initial arrangement in order to take into account the fact information while preserving as much of the initially provided information (from the premises): The alternatives can be described as follows:

1. The initial arrangement is revised by relocation of the fact’s LO;
2. The initial arrangement is revised by relocation of the fact’s RO.

In half of the problems, the LO, in the other half the RO was attached by the fourth object. The question was whether the object attached to either the LO or the RO would affect the choice of a certain revision alternative. From a formal logical point of view, all alternatives were equivalent.

2.3 Results

Mean percentage rate of correctly drawn arrangements in the first step (construction phase) was 85.94% (SD = 17.31). Erroneous trials were excluded from further analysis. Mean percentage rate of correctly drawn arrangements in the second step (revision phase) was 84.23% (SD = 20.36). Erroneous trials were excluded from further analysis.

For the revision phase an ANOVA with the factors object (LO, RO) × object number (1,2) was conducted. There was a significant main effect of object \(F(1,23) = 130.32; p < .001; \eta^2_{part} = .850\). Main effect of object number and the interaction were non-significant \((ps > .15)\).

T-tests revealed that the drawings of revised arrangements were based significantly more often on relocations of LOs \(\text{M} = 88.34\%, \text{SD} = 16.45\) compared to ROs \(\text{M} = 11.66\%, \text{SD} = 16.45\). See also figure 1.

![Figure 1](image)

**Fig. 1.** Percentage rates for drawings of revised arrangements based on the relocation of to be located (LO) and reference objects (RO) are depicted. Error bars indicate standard errors.
Results indicate that revision was accomplished by varying initial arrangements and that variations were guided by semantic cues provided by the contrafact. Drawings revealed clearly reasoners’ preference for relocating facts’ LOs relative to ROs. LOs as single objects (in half of the problems) were comparably often subject to relocation compared to LOs attached with an additional object (in the other half of the problems). Attached objects were always relocated together with the relocated object, i.e. participants treated the pair of objects as a “chunk”. There was no exception in none of the drawings. This finding implicates that information initially provided during the construction phase was preserved best possible.

With experiment 2, we assessed variation processes in terms of cognitive economy in a two-alternative forced-choice task.

3 Experiment 2: Choosing between Spatial Arrangements

3.1 Participants

23 participants (9 male; age: $M = 23.22$ $SD = 3.06$) all students (among them 8 students of psychology) from the University of Giessen, gave written informed consent to participation. Participants were tested individually and paid at a rate of 8 Euro per hour.

3.2 Materials, Procedure, and Design

All problems followed a tripartite structure with a layout description, inconsistency detection, and a revision part.

Comparable with experiment 1, in the layout description part, three premises (presented sequentially in a self-paced manner, only one visible on the screen at a time) described a two-dimensional layout of four objects. Objects and relations presented in the descriptions were comparable to those of experiment 1. Subsequently to premise presentation the correct spatial arrangement of the objects and an incorrect arrangement (correct arrangement inverted), see example below, were presented:

Correct arrangement: Apple Mango Pear Kiwi
incorrect arrangement: Pear Mango Apple Kiwi

Participants were instructed to choose the correct object arrangement (resulting from the description), presented on the left and right side of the computer screen, indicating their choice by pressing a left or right response button with the left or right hand, accordingly. Left and right locations for correct and incorrect arrangements were counter-balanced across the experiment. The number of correct decisions and corresponding decision times were recorded.

In the following inconsistency detection part a fourth statement (fact) was provided. Consistent (in half of the problems) and inconsistent facts (in the other half)
resembled the facts presented in experiment 1. The participants were instructed to decide whether the fact was consistent or inconsistent, indicating their decision by pressing the respective response button (the side of the response-buttons “yes” and “no” were counter-balanced across participants) with the left or right hand, accordingly. Successful inconsistency detection and corresponding detection times were recorded.

The third part, the revision part followed only if the participant recognized a fact as inconsistent with the initial description. Participants were then instructed to revise their assumption about the objects’ relations by taking into account the inconsistent fact’s spatial information. They were presented with two object arrangements, on the left and the right side of the computer monitor. Participants were asked to choose that arrangement which matches their assumption, indicating their choice by pressing the left or right response button, respectively.

In fact, both arrangements were consistent with the presented “fact”. However, the arrangements differed with respect to the initial arrangement based on the relocation of the inconsistent fact’s LO or the fact’s RO. Again, as in experiment 1, in half of the problems, the fact’s LO and in the other half the fact’s RO was identical with the object attached by the fourth object in the initial arrangement.

Presentation locations of the arrangements were counter-balanced across the experiment. Revised arrangements chosen and corresponding revision times were recorded.

32 experimental, preceded by 6 practice trials (not analyzed) were presented in a random order. All stimuli were generated and presented using Superlab 4.0 (Cedrus Corporation, San Pedro, CA, 1999) with an RB-530 response box running on a standard personal computer connected to a 19”-monitor.

3.3 Results

Overall, the participants’ performance was very high. The correct arrangements of objects (in the first phase) was chosen in 91.03% (SD = 9.76) of the trials within 3.27s (SD = 1.04). Erroneous problems were excluded from further analysis. In the second step (inconsistency detection) the performance was also high. Facts’ inconsistency with initial information from the premises was recognized correctly by the participants in 95.42 % (SD = 8.79) of all problems and took 3.03 s; (SD =.88) on average (erroneous trials were excluded from further analysis).

To examine the principle applied by reasoners during the revision phase (the third phase), ANOVAs with the factors object (LO,RO) × object number (1,2) were calculated separately for percentage rates and revision times. ANOVA for the percentage rate revealed a main effect of object [F(1,22) = 34.44; p < .001; η²_{part} = .610]. The main effect of object number and the interaction were non-significant (p > .30). Arrangements revised based on relocations of contrafacts’ LOs (M = 70.41%; SD = 16.68) were chosen significantly more often compared to ROs (M = 29.59%; SD = 16.68; t(22) = 5.86; p < .001).

ANOVA for the revision times revealed a marginally significant main effect of object number [F(1,14) = 3.97; p = .066; η²_{part} = .221]. The main effect of object and the
interaction object × object number were non-significant ($p > 30$). T-tests comparing decision time means for relocating one ($M = 6.21$ s; $SD = 3.41$) compared to two objects ($M = 7.62$ s; $SD = 4.23$) were marginally significantly lower ($t(23) = 2.07$; $p = .051$). Figure 2 provides an overview.

![Fig. 2. Mean revision times for revisions involving one and two objects are depicted. Error bars indicate standard errors.](image)

4 Discussion

Reasoning about spatial relations encompasses multiple reasoning abilities. For instance, reasoners are able to assume how spatial arrangements look like when provided with verbal descriptions about relations of objects. Further, they are able to infer information that is not explicitly provided by the descriptions [5-7]. The reasoning processes underlying these abilities can be described as distinct phases that involve the construction, inspection, and variation of spatial mental models [5-6]. Quite often new information runs counter to previously provided information. Inferences allow the detection of inconsistencies with conflicting information [20-21]. In case, contradicting information can be considered as reliable or incontrovertible, it needs to be taken into account. Accordingly, reasoners are required to retract initial information and revise current beliefs in order to re-establish consistency within belief sets [1-3].

The ability of belief revision is an important one but little is known about its process. In the spatial context, belief revision is assumed to be accomplished by variation of initially constructed spatial mental models. Variation itself is assumed to incorporate fact’s information while conserving as much of the initial information as possible [10], [22]. Usually, there are several alternatives to vary initially constructed models that allow re-establishing consistency within belief sets; and the alternatives are frequently logically equivalent. Thus, logic does not help reasoners with their
decision which alternative to prefer. Nevertheless, human reasoners prefer certain alternatives above others [4-5], [7-9], [12]. Studies on revision of spatial beliefs that examined determinants of preferences for variations of simple one-dimensional horizontal arrangements of three objects, showed that semantic cues of contrafactual information - verbally provided as binary relational statements - guide variations and lead preferably to variations based on the relocation of to be located objects (LOs) relative to reference objects (ROs) [10], [22].

With the current work, we focused on the influence of the number of objects involved in model variation processes. From an economic point of view, changes to initially constructed models in the course of revision should be kept as minimal as possible. The assumption was that – given factors adherent to arrangements at hand influence revision - the number of objects attached to objects influence variation of initially constructed models. Variations involving the relocation of only one object should be preferably performed compared to variations involving the relocation of two objects. In two experiments, we examined whether reasoners follow this economic principle. However, in accordance with previous studies that show that reasoners focus on cues provided by inconsistent spatial information, we found preferences for variations that were based on the relocations of LOs relative to ROs in both experiments, when participants generated their revised arrangements freely (experiment 1) as well as when they choose from two alternative revised arrangements (experiment 2). Experiment 1 specifically corroborates fundamental assumptions about the revision process. Without exception, the participants’ drawings indicated that revision was accomplished by variation of initially constructed models. As much of the initial information as possible was preserved.

With experiment 2, we looked deeper into the processing demand of variations as it emerges from relocating one compared to two objects. We assumed that higher complexity due to an increased number of objects increases processing difficulty, entailing increased processing demand. Variation that involved two, compared to one object, demanded higher cognitive resources. This was reflected by longer decision times. Results suggest that cognitively more economic principles are not necessarily guiding reasoning processes. LOs were preferably subject to relocation, regardless of whether their relocation implicated to relocate one (LO only) or two (LO and attached object) objects.

To summarize, our experiments show that variation is based on cues provided by contrafactual spatial information. Although complexity did not affect the basic principle, it prolonged the revision process.

Given the importance of relational reasoning and the revision of beliefs for everyday life and the fact that everyday life’s problems are rather complex, an important question remains: what exactly causes the additional demand on cognitive resources due to complexity during relational reasoning and in particular during the revision of spatial beliefs? Generally, the number of items, chunks, or units of information has been suggested to increase complexity [30]. Relational load however is deemed not to be ascribable to item load per se [31-32]. It remains to specify what exactly increases complexity: the number of objects, relations, or dimensions; and how do these factors interact and impact or finally even guide relational reasoning processes?
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