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ABSTRACT

We implement quantum optimal control algorithms for closed and open quantum systems based on automatic differentiation. Automatic differentiation allows us to specify advanced optimization criteria and incorporate them in the optimization process with ease. We show that the use of GPUs can speed up calculations by more than an order of magnitude. Our strategy facilitates efficient numerical simulations on affordable desktop computers, and exploration of a host of optimization constraints and system parameters relevant to real-life experiments. We demonstrate optimization of closed quantum evolution based on fine-grained evaluation of performance at each intermediate time step, thus enabling more intricate control on the evolution path, suppression of departures from the truncated model subspace, as well as minimization of the physical time needed to perform high-fidelity state preparation and unitary gates. The optimizer is also used to find a universal set of gates for the protected superconducting qubits of fluxonium and 0-\pi. The optimization algorithm for open quantum systems utilizes quantum trajectories. Using trajectories allows for optimizing open systems with less computational cost than the regular density-matrix approaches in most realistic optimization problems. We introduce an improved-sampling algorithm which minimizes the number of trajectories needed per optimization iteration. Together with employing stochastic gradient descent techniques, this reduces the complexity of optimizing many realistic open quantum systems to the complexity encountered with closed systems. We utilize the optimizer in a variety of applications to demonstrate how the use of quantum trajectories significantly reduces the memory requirements while achieving a multitude of simultaneous optimization targets. Demonstrated targets include high state-transfer fidelities despite dissipation, faster gate times and maximization of qubit-readout fidelity while maintaining the quantum non-demolition nature of the measurement and allowing for subsequent fast resonator reset.
In this chapter, we give a brief overview of the main promises and challenges of quantum computing. While modern technology has been successfully progressing using the principles of classical computing, there is a strong need for a new way of processing information. Quantum computing is the main promising alternative which offers significant speed up over classical computing for some computing problems.

1.1 Classical computing

One major foundation of computing is representing all information in binary format. This means that the fundamental unit of information (a bit) can only have one of two values, usually called 0 and 1. Different computing schemes differ in how the 0’s and 1’s are represented. A classical computer uses voltages flowing through circuits as the bit of information, where no voltage means a logical value of 0, and some fixed non-zero voltage means a logical value of 1. Circuit gates are then used to change the stored information from 0 to 1 and vice versa. These circuits can be fully analyzed using the rules of classical physics.

The advancement in technology using classical computing has been relying on reducing the size of the used circuits such that one can fit more memory and processing power on smaller chips. This gave rise to Moore’s law in 1965 [90] which is the observation/prediction that the number of transistors on a processor chip will double every 18 months. This exponential reduction in transistor dimensions has held true for decades as shown in Fig. 1.1.

The current semiconductors used in classical computers are starting to shrink to dimensions under 10 nanometers, which means the transistors may only be a dozen atoms thick. As the size of circuit elements is further decreased, quantum mechanical effects can not
Figure 1.1: The advancement of classical computing processors following Moore’s law. The number of transistors on a chip roughly doubles every two years. This is correlated to the exponential reduction of the dimensions of transistors which causes quantum phenomena to affect classical assumptions. Figure is from ref [72].
be ignored. Quantum processes (e.g. tunneling) are essential to consider in that regime and hence the classical treatment of processors will not be valid. Therefore, an alternative strategy, that needs to accommodate the rules of quantum mechanics, must be followed.

1.2 Quantum computing

Quantum mechanics is the set of physics laws that describes the behavior of small objects. In general, any system that has small dimensions (comparable to the atomic dimensions) is observed to behave in a very different way from all classical rules. These different characteristics of quantum system are not only the reason why classical computers fail to perform at small dimensions but they also can be harnessed to achieve a great level of computing parallelism.

1.2.1 Quantum bits

In quantum mechanics, there are a set of orthonormal states (eigenstates of some measurement operator) \{\ket{i}\} that the quantum system can occupy, with quantized energy values \(E_i\). These eigenstate constitute a complete basis set for all possible states of the system with orthonormality defined as \(\langle i \vert j \rangle = \delta_{ij}\). The generic state of the system before measurement is mathematically represented by a ket \(\ket{\psi}\) that could be a linear superposition of all the eigenstates.

\[
\ket{\psi} = \sum_i \alpha_i \ket{i} \tag{1.1}
\]

The superposition coefficients \(\alpha_i\) are complex numbers that satisfy the normalization condition

\[
\sum_i |\alpha_i|^2 = 1 \tag{1.2}
\]

This condition is a result of \(|\alpha_i|^2\) being the probability of finding the system in eigenstate \(\ket{i}\), so the probabilities must sum to one. When the quantum system is measured, its state
collapses to one of the eigenstates of the measurement operator $|i\rangle$ with probabilities $|\alpha_i|^2$.

Quantum computing utilizes two of the eigenstates of a quantum system to represent the computational $|0\rangle$ and $|1\rangle$, calling the quantum system a quantum bit (qubit). A qubit is then fundamentally different from a classical bit since one qubit can be in a superposition of both 0 and 1 at the same time, while a classical bit is either a 0 or 1. Similarly, for $n$ qubits, the general state of the system can be a superposition of $2^n$ computational states at the same time. Meanwhile, $n$ classical bits store only 1 of those $2^n$ choices. This ability to include exponentially more information in the state of a quantum computer is harnessed by several quantum algorithms to perform certain computing tasks much faster than any classical computer.

It is important to note that a superposition of eigenstates will always collapse to a single eigenstate upon measurement, i.e. the parallel inclusion of information returns back to a definite classical-like state. Therefore, it is important for quantum algorithms to perform operations on the state of the quantum system before measuring it. These operations are represented mathematically by unitary transformations (gates) that transform the quantum state while keeping the normalization condition valid,

$$U |\psi\rangle = U \left[ \sum_i \alpha_i |i\rangle \right] = \sum_i \alpha'_i |i\rangle , \quad \sum_i |\alpha'_i|^2 = 1. \quad (1.3)$$

To illustrate the concept of unitary transformations needed by a quantum algorithm, we next present a brief overview of Grover’s algorithm for searching.

1.2.2 Grover’s search algorithm

Suppose we have $N = 2^n$ entries in a database and we need to search for a certain entry $w$ in it. This entry is defined by the function, $f(i) = \delta_{iw}$ that highlights whether we found the entry or not, where $i$ and $w$ are binary sequences of $n$ bits each. One first unitary gate
that is needed is a way of querying this function. The corresponding unitary transformation, known as the oracle, is represented by the operation

$$U_w |i\rangle = (-1)^{f(i)} |i\rangle.$$  

(1.4)

If represented as an $N \times N$ matrix, $U_w$ is a diagonal matrix with $-1$ as the $w$-th entry and $+1$ elsewhere. Therefore, it can also be written as

$$U_w = \mathbb{1} - 2 |w\rangle \langle w|.$$  

(1.5)

The second gate needed in Grover’s algorithm is known as Grover’s diffusion gate. It is defined as

$$U_s = 2 |s\rangle \langle s| - \mathbb{1},$$

(1.6)

where $|s\rangle = \frac{1}{\sqrt{N}} \sum_{i=0}^{N-1} |i\rangle$ is the state of equal superposition of all $N$ entries.

The algorithm uses both gates in the following steps [52]:

- Prepare the initial equal superposition state $|s\rangle$. With all $n$ qubits usually starting in their ground states, the Hadamard gate is used to create the equal superposition. The Hadamard gate is defined by its matrix elements $H_{ij} = \frac{1}{\sqrt{2^n}} (-1)^{i \cdot j}$ where $i.j$ is the bit-wise dot product of binary sequences $i$ and $j$.

- Perform $O(\sqrt{N})$ iterations of:
  - Apply $U_w$.
  - Apply $U_s$.

- Measure the final state.

The effect of every iteration of applying $U_s U_w$ is called amplitude amplification where the amplitude of state $|w\rangle$ is amplified in the superposition and all other amplitudes are
weakened. To see that, consider the effect of the first iteration

\[ U_w |s\rangle = [1 - 2 |w\rangle \langle w|] |s\rangle = |s\rangle - \frac{2}{\sqrt{N}} |w\rangle \]
\[ U_s U_w |s\rangle = [2 |s\rangle \langle s| - 1] ([|s\rangle - \frac{2}{\sqrt{N}} |w\rangle] = 2 |s\rangle - |s\rangle - \frac{4}{N} |s\rangle + \frac{2}{\sqrt{N}} |w\rangle \]
\[ = \frac{N-4}{N} |s\rangle + \frac{2}{\sqrt{N}} |w\rangle. \] (1.7)

Therefore, the coefficients of all states are weakened by a factor of \( \frac{N-4}{N} \) while only the coefficient of \( |w\rangle \) has an increase of \( \frac{2}{\sqrt{N}} \). Therefore, after the first iteration, the system has an increased chance to be measured in the correct \( |w\rangle \) state.

Careful analysis of the amplitudes after every iteration [93] show that only \( O(\sqrt{N}) \) iterations are needed for optimal results. This gives a quadratic speed up over classical search algorithms which need \( O(N) \) queries. Note that for the case where \( n = 2, N = 4 \), the amplitude weakening factor \( \frac{N-4}{N} \) after the first iteration is exactly 0 meaning that we find the solution with just one query.

### 1.2.3 Shor’s algorithm

Another very important quantum algorithm is Shor’s algorithm [112] for factoring large integers. The algorithm achieves exponential speed-up over all classical factoring algorithms. For an integer \( N \), Shor’s algorithm finds the prime factors with a time-complexity \( O(poly(\log N)) \). On the other hand, the best classical factoring algorithm (the general number field sieve) has time-complexity of \( O(exp(poly(\log N))) \). The widely used public-key cryptography scheme RSA is based on the practical impossibility of obtaining factors of large integers (typically integers with over 200 digits). Therefore, quantum computing promises to break the current RSA cryptography code.

As evident in Fig. 1.2, the number of operations needed by a classical computer to break the RSA scheme with the record of 230 digits is of order \( 10^{25} \). Meanwhile, a quantum
Figure 1.2: The number of operations required by classical and quantum computers to factor an integer of \(d\) digits. Shor’s algorithm reduces the exponential complexity to polynomial in the number of digits. The figure is taken from ref. [108].

Computer reduces that significantly to order \(10^5\) operations with the help of Shor’s algorithm [108].

The full details of the algorithm are well presented in ref. [93]. The main point to emphasize is that again a sequence of unitary gates act on the initial equal superposition of the \(N\) eigenstates. One crucial unitary gate for Shor’s algorithm is the quantum Fourier transform (QFT). QFT is defined as

\[
\text{QFT} \, |j\rangle = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} e^{2\pi ijk/N} |k\rangle. \tag{1.8}
\]

In summary, quantum algorithms rely on using unitary gates to initialize and modify the state of the qubits. Hence, all speed-up promises of quantum computing depend heavily on the ability to perform gates reliably.
1.2.4 Universality of quantum gates

We have encountered several different unitary gates on $n$ qubits in the implementation of quantum algorithms. One way to construct these gates is by using many gates on smaller number of qubits as building blocks. As shown in ref. [93], all quantum gates on any number of qubits can be approximated up to arbitrary precision using a finite set of gates. One choice of the building blocks includes two single-qubit gates: T and H and one two-qubit gate: CNOT. We define the gates with their matrix elements in the qubit(s) space as:

1. Single-qubit Hadamard gate:

   
   \[ H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}. \]  

   The Hadamard gate is usually used to transform the qubit from $|0\rangle$ or $|1\rangle$ to the equal superposition of both and vice versa.

2. Single-qubit T gate:

   
   \[ T = \begin{pmatrix} 1 & 0 \\ 0 & e^{i\pi/4} \end{pmatrix}. \]  

   The T gate is used to create a local phase shift of $\frac{\pi}{4}$ between the $|0\rangle$ and $|1\rangle$ coefficients in a superposition.

3. Two-qubit CNOT gate

   
   \[ \text{CNOT} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}. \]
The CNOT gate (also known as controlled-NOT or controlled-X gate) is one way of coupling/entangling two qubits. Based on the value of the first (control) qubit, the second qubit will either remain the same or flips from 0 to 1 and vice versa.

This thesis focuses on finding practical ways for implementing these gates in a certain implementation of qubits. While it is sufficient to implement the universal set of gates described above, in most practical cases, one can find faster ways to construct the full gate at once. Therefore, we will look at a variety of gates in this thesis.

1.3 Thesis Overview

In the first chapter, we have summarized the main differences between classical and quantum computing. We have also highlighted the main unitary gates needed for quantum algorithms. Chapter 2 describes the theory of implementing a quantum bit using superconducting circuits. Next, Chapter 3 presents the details of optimal control theory for closed quantum systems and the main targets of optimization. Chapter 4 introduces the concept of automatic differentiation that will be used to implement a flexible and fast optimal-control interface. The implementation details of this interface are presented in Chapter 5. Chapter 6 discusses several examples of the use of our implementation to perform different gates and state transfers in superconducting qubits. After that, Chapter 7 discusses the effects of the environment on open quantum systems and how to model them efficiently. Next, Chapter 8 gives an overview of existing optimal control theory techniques for open systems. Chapter 9 discusses the implementation of an automatic-differentiation based optimizer for open quantum systems. Finally, Chapter 10 discusses practical applications where the relaxation and dephasing effects on superconducting qubits are suppressed using our optimizer.

Sections 3.4, 3.5, 5.1-4 and 6.1 are closely based on our paper, ref. [77]. In addition, chapters 9 and 10 are closely based on our work in ref. [2].
CHAPTER 2
SUPERCONDUCTING QUBITS

In this chapter, we discuss the theory behind using superconducting circuits as quantum bits. While there are many quantum systems that are good candidates for realization of qubits, superconducting circuits are one of the most popular and promising architectures. There are many industrial efforts to realize quantum computing via superconducting circuits including those by IBM, Intel, Google and many other companies and research groups. While some other architectures use natural atoms, superconducting qubits can be engineered to have designed properties. Therefore, they are called artificial atoms. The fabrication of such circuits is also very similar to existing semiconductor fabrication techniques. We will focus in this thesis on applications of superconducting qubits since they are fabricated in our lab, Schuster Lab. However, optimal control theory and the optimizer we built can be used to control a broad variety of quantum systems.

To describe the different superconducting qubits, we first review a simpler basic quantum system: the quantum harmonic oscillator.

2.1 Quantum harmonic oscillator

In classical mechanics, a point mass that resides in a region where the potential energy is quadratic in position undergoes simple harmonic motion. The Hamiltonian of that classical 1D system can be written in terms of two conjugate variables: position $x$ and momentum $p$ as

$$H = \frac{p^2}{2m} + \frac{1}{2}kx^2 \quad (2.1)$$

where $m$ is the mass of the particle and $k$ is the spring constant. Following the classical equations of motion, we find that $a = -\omega^2x$, where $\omega = \sqrt{\frac{k}{m}}$ is the angular frequency of the oscillation.
To treat such system quantum mechanically, we must promote the conjugate variables $x$ and $p$ to operators that obey the commutation relation

$$[x, p] = i\hbar. \quad (2.2)$$

We define the operator $a$ and its adjoint operator $a^\dagger$ as

$$a = \sqrt{\frac{m\omega}{2\hbar}}(x + \frac{ip}{m\omega})$$

$$a^\dagger = \sqrt{\frac{m\omega}{2\hbar}}(x - \frac{ip}{m\omega}). \quad (2.3)$$

The Hamiltonian can then be expressed in terms of $a$ and $a^\dagger$ as

$$H = \hbar\omega(a^\dagger a + \frac{1}{2}), \quad (2.4)$$

where the commutation relation between the two operators $a$ and $a^\dagger$ becomes

$$[a, a^\dagger] = 2 \times \frac{m\omega}{2\hbar} [x, \frac{-ip}{m\omega}] = -i \times i = 1. \quad (2.5)$$

So, if we label the eigenstates of the Hamiltonian (and hence of the operator $N = a^\dagger a$) as $|n\rangle$ where $n$ can be any real number for now, with energies $E_n = \hbar\omega(n + \frac{1}{2})$, we find that

$$(a^\dagger a)|n\rangle = (a^\dagger aa + aa^\dagger a - aa^\dagger a)|n\rangle$$

$$= ([a^\dagger, a]a + aa^\dagger a)|n\rangle = (n - 1)a|n\rangle \quad (2.6)$$

Similarly, $(a^\dagger a)a^\dagger |n\rangle = (n + 1)a^\dagger |n\rangle$.

Therefore, we see that both $a|n\rangle$ and $a^\dagger |n\rangle$ are still eigenstates of the number operator.
Figure 2.1: The quadratic potential energy function of a quantum harmonic oscillator with energy levels equally spaced. The energy spacing between consecutive levels is $\hbar \omega = hf$.

$a^\dagger a$ with eigenvalues $n - 1$ and $n + 1$ respectively. This leads to the realization that

$$a |n\rangle = c_1 |n - 1\rangle, \quad a^\dagger |n\rangle = c_2 |n + 1\rangle$$

(2.7)

where $c_1$ and $c_2$ are constants that can be evaluated using the normalization condition to be $c_1 = \sqrt{n - 1}$ and $c_2 = \sqrt{n}$. Therefore the operators $a$ and $a^\dagger$ are usually called the lowering and raising operators, respectively.

Finally, to ensure that the system is physical, one can not keep applying the lowering operator indefinitely (leading to energies approaching $-\infty$). This adds the restriction that $n$ must be an integer with lowest values of $n = 0$ for the ground state. In summary, a quantum harmonic oscillator has discrete energy levels labeled by $|n\rangle$ and corresponding energies of $\hbar \omega (n + \frac{1}{2})$ where $n = 0, 1, 2, \ldots$ We note that the energy levels are separated by a constant energy difference of $\hbar \omega$ between consecutive levels as shown in Fig. 2.1. Therefore, we call the quantum harmonic oscillator a linear system. To be able to use the harmonic oscillator as a starting point for our qubits, we need to artificially create a system in the lab that behaves like a harmonic oscillator. The quantum LC circuit described next serves that purpose.
2.2 LC oscillator

Consider a circuit that has a capacitor of capacitance $C$ connected to an inductor of inductance $L$ as in Fig. 2.2. The only degree of freedom in this circuit is carried by the node flux $\phi$ which plays the role of position $x$ in a quantum harmonic oscillator problem. The Lagrangian of the system can then be expressed in terms of $\phi$ and $\dot{\phi}$ as

$$\mathcal{L} = \frac{C}{2} \dot{\phi}^2 - \frac{\phi^2}{2L}. \quad (2.8)$$

To define the conjugate variable to $\phi$, we take the derivative of $\mathcal{L}$ with respect to $\dot{\phi}$

$$\frac{\partial \mathcal{L}}{\partial \dot{\phi}} = C\dot{\phi} \equiv q, \quad (2.9)$$

where the charge on the capacitor $q$ is the analogue of momentum in the harmonic oscillator. The Hamiltonian of this circuit is then obtained via a Legendre transformation:

$$H = \frac{q^2}{2C} + \frac{\phi^2}{2L}, \quad (2.10)$$
which looks exactly like the harmonic oscillator Hamiltonian with \((q, \phi, C, L)\) replacing \((p, x, m, k^{-1})\) respectively. Hence the system analysis follows like in the previous section, starting with the commutation relation

\[
[\phi, q] = i\hbar
\] (2.11)

Then, the lowering and raising operators become

\[
a = \sqrt{\frac{1}{2\hbar Z_0}}(\phi + iZ_0q)
\]

\[
a^\dagger = \sqrt{\frac{1}{2\hbar Z_0}}(\phi - iZ_0q)
\] (2.12)

where \(Z_0 = \sqrt{\frac{Z}{C}}\). Finally, we obtain the quantized energy levels \(|n\rangle\) with energies \(\hbar \omega (n + \frac{1}{2})\)

where \(\omega = \sqrt{\frac{1}{LC}}\). Therefore, it is possible to engineer the energy spacing by tuning the values of \(L\) and \(C\) in the lab resulting in an artificial particle in a harmonic field.

However, using harmonic oscillators as qubits is problematic because it is difficult to isolate two levels of it as our computational subspace. This is due to the fact that the frequency of a single excitation is on resonance with subsequent excitations as they are all equally spaced. Hence, it is desirable to add some non-linearity to the harmonic oscillator to change the energy spacing of the energy levels. The Josephson junction is the only known circuit element that is strongly nonlinear and also non-dissipative at low temperatures [74]. That is why all superconducting qubits rely on the use of Josephson junctions which we will discuss next.

### 2.3 Josephson junctions

A Josephson junction consists of two superconductors coupled by a weak, typically insulating, link. We will label the superconducting phase difference of the wavefunction across the
Josephson junction $\phi$. This is the only degree of freedom representing the Josephson junction. The current and voltage across the junction are given by the Josephson relations

$$I = I_c \sin(\phi(t))$$

and

$$V = \frac{\hbar}{2e} \frac{\partial \phi}{\partial t},$$

where $I_c$ is the critical current of the junction, the current above which the junction behaves like a normal resistive junction and $e$ is the charge of the electron. We also define the magnetic flux quantum $\Phi_0 = \frac{\hbar}{2e}$. If we take the first derivative of the superconducting current with respect to time, we get

$$\frac{\partial I}{\partial t} = I_c \frac{\partial \phi}{\partial t} \cos(\phi).$$

Plugging into equation 2.14, we find

$$V = \frac{\Phi_0}{2\pi I_c \cos(\phi)} \frac{\partial I}{\partial t}$$

which resembles the voltage-current relation of a regular inductor $V = L \frac{\partial I}{\partial t}$. Therefore, a Josephson junction can be thought of as a non-linear inductor with inductance

$$L_J = \frac{\Phi_0}{2\pi I_c \cos(\phi)}.$$

Hence, one approach to engineering an artificial atom is to replace the inductor in an $LC$ circuit by a Josephson junction. To discuss the exact effect of such change on the energy spectrum, we need to find the Hamiltonian of the system. In particular, we need to identify the potential energy stored in the junction as a function of time. Initializing the phase to
be \( \pi/2 \) at \( t = 0 \), the potential energy becomes

\[
U(t) = \int_0^t IV dt = \int_{\pi/2}^{\phi(t)} I_c \sin(\phi'(t)) \frac{\Phi_0}{2\pi} d\phi' = \frac{I_c \Phi_0}{2\pi} \left( 0 - \cos(\phi(t)) \right).
\]  

(2.18)

Grouping the constants together, we define the Josephson energy \( E_J \) as

\[
E_J = \frac{I_c \Phi_0}{2\pi},
\]

(2.19)

which leads to

\[
U = -E_J \cos(\phi).
\]

(2.20)

This sinusoidal behavior of the junction potential energy is in contrast to the usual inductor quadratic potential energy of \( \phi^2/2L \). This change in potential is crucial to achieve the desired anharmonicity of energy levels.

### 2.4 The Cooper-pair box (CPB) and transmon qubits

Replacing the inductor of an LC circuit with a Josephson junction results in the first family of superconducting qubits. The circuit is generally called the Cooper-pair box (CPB) which can be operated in different regimes. In the CPB, an additional gate voltage \( V_g \) is capacitively coupled to the circuit that results in an extra gate charge \( q_g = C_g V_g \) as shown in Fig. 2.3. The Hamiltonian of a CPB is then

\[
H = \frac{(q - q_g)^2}{2C} - E_J \cos(\phi) = 4E_C(n - n_g)^2 - E_J \cos(\phi),
\]

(2.21)

where \( E_C = \frac{e^2}{2C} \) is the charging energy of the capacitor, \( C = C_g + C_J \), \( n = \frac{q}{2e} \) is the number of Cooper-pairs on one side of the capacitor and \( n_g \) is the dimensionless offset charge. Choosing different values for \( E_J \) and \( E_C \) operate the CPB in different modes as evident in Fig. 2.4. It
Figure 2.3: The Cooper-pair box (CPB) consists of a Josephson junction with energy $E_J$ and capacitance $C_J$ coupled through a capacitance $C_g$ to a voltage gate $V_g$. The circuit is grounded at one end of the junction and the only degree of freedom is in the superconducting phase $\phi$.

It is clear that in the limit $E_J \gg E_C$, the energy levels are insensitive to the offset charge. The CPB operated in this limit is called the transmon qubit [71] which is protected from charge noise. This improves dephasing times compared to other CPB regimes. In the transmon regime, the lowest wavefunctions are localized in one well as shown in Fig. 2.5. This allows us to use an expansion in $\phi$ to gain more insight into the physics of a transmon qubit.

Working at $n_g = 0$ and expanding in $\phi$, we get

$$H = 4E_Cn^2 - E_J + \frac{1}{2}E_J\phi^2 - \frac{1}{24}E_J\phi^4 + O(\phi^6).$$  \hspace{1cm} (2.22)

The leading order $O(\phi^2)$ is a simple harmonic oscillator potential but the corrections from higher orders are the reason for achieving the desired anharmonicity. Rewriting the Hamiltonian in terms of the harmonic oscillator raising and lowering operators $a^\dagger$, $a$ results in [71]

$$H = \sqrt{8E_JE_C}(a^\dagger a + \frac{1}{2}) - E_J - \frac{E_C}{12}(a + a^\dagger)^4.$$  \hspace{1cm} (2.23)

The first term is an effective harmonic oscillator with frequency $\omega = \sqrt{8E_JE_C}$. The second
Figure 2.4: The four lowest energy values of the Cooper-pair box in different limits of $E_J/E_C$ vs. the offset charge $n_g$. We see that when $E_J \gg E_C$, the energies are independent of $n_g$. 
term is a constant shift in energies, and the third is the correction introducing anharmonicity. The third term can be treated as a perturbation to the quantum harmonic oscillator Hamiltonian (with shifted energies) since it is proportional to $E_C \ll E_J$. The leading-order correction to the eigenenergies $E_k$ is then given by

$$E_k^{(1)} = -\frac{E_C}{12} \langle k | (a + a^\dagger)^4 | k \rangle = -\frac{E_C}{12} (6k^2 + 6k + 3)$$ (2.24)

If we define the anharmonicity $\alpha$ of a transmon as $\alpha = E_{21} - E_{10}$, we find that

$$\alpha = E_2 - E_1 - E_1 + E_0 = E_2^{(1)} - 2E_1^{(1)} + E_0^{(1)}$$
$$= -\frac{E_C}{12} (24 + 12 + 3 - 12 - 12 - 6 + 3) = -E_C$$ (2.25)

This anharmonicity allows modeling a transmon as an effective two-level system with Hamiltonian

$$H = \frac{E_{10}}{2} \sigma_z,$$ (2.26)

if driving conditions do not occupy higher levels.

More recent superconducting circuits have been introduced that have more complex energy spectrum. Such qubits are called protected qubits, where the $|0\rangle$ and $|1\rangle$ wavefunctions are localized in two separate potential wells to decrease the effect of qubit relaxation. In
the following sections, we give an overview of two protected qubits, the fluxonium and 0-\(\pi\) qubits.

### 2.5 The fluxonium qubit

The fluxonium qubit\cite{85} is a promising superconducting circuit that may, in its most recent variants as “heavy fluxonium”\cite{85, 35}, outperform the widely used transmon qubit\cite{71}. In contrast to the transmon, heavy fluxonium combines strong Josephson non-linearity with qubit relaxation protection due to disjoint support of its lowest-lying localized wave functions. Heavy fluxonium devices utilize a decreased capacitive energy \(E_C\), which emphasizes the localization of states\cite{85, 35}. Moreover, fluxonium eigenenergies are intrinsically insensitive to slow offset charge variations\cite{70}.

The fluxonium qubit is realized via adding a parallel large superinductor to the CPB circuit as shown in Fig. 2.7. The large superinductor is usually realized as an array of many large-area Josephson junctions to achieve an equivalent inductance of the junction array of \((L_{JA})\). The circuit is subject to external flux \(\Phi_{\text{ext}}\) which allows for further tuning of the qubit parameters.

The Hamiltonian of the circuit is

\[
H = 4E_Cn^2 - E_J \cos(\phi - 2\pi\Phi_{\text{ext}}/\Phi_0) + \frac{1}{2}E_L\phi^2, \tag{2.27}
\]

where \(E_L = \Phi_0^2/2L_{JA}\) is the inductive energy of the superconducting junction array. The fluxonium wavefunctions structure can be engineered through designing the manufactured values of \(E_J, E_C\) and \(E_L\).

Ref.\cite{36} explains in detail the effects of changing such parameters and how to realize the qubit experimentally. We discuss the potential and wavefunction changes due to changing the energy parameters \(E_J, E_C\) and \(E_L\) in Fig. 2.6.
Figure 2.6: Ref. [36] plots the potential energy and wavefunctions of the fluxonium qubit in different regimes. The values of fixed parameters in the plot are $E_J=8.11$ GHz, $E_C=0.43$ GHz and $E_L=0.24$ GHz. Panel (a) shows that the effect of increasing $E_J$ is increasing the barrier height between the two deepest wells. This in turn suppresses the tunneling matrix element of the wavefunctions. Panel (b) shows that as $E_L$ is increased, the number of potential wells is decreased as the quadratic potential becomes more dominant. Finally, panel (c) shows that increasing $E_C$ increases the tunneling between wells and the wavefunctions start to lose their localization.
Figure 2.7: The fluxonium qubit consists of a small Josephson junction (of energy $E_J$) with junction capacitance $C_J$ connected to an array of Josephson junctions generating a superinductance of $L_{JA}$. The circuit is also subject to external flux $\Phi_{\text{ext}}$.

In summary, the fluxonium qubit is intrinsically protected from relaxation processes. It also has a high degree of flexibility in engineering its parameters. In the following section, we discuss another superconducting qubit that has similar protection and flexibility with additional advantages and challenges.

2.6 The 0-\(\pi\) qubit

The 0-\(\pi\) qubit initially proposed by Brooks et al. in 2013 [19] is another protected superconducting qubit. Unlike fluxonium, the 0-\(\pi\) device can combine both exponential suppression of dephasing and relaxation due to wave function localization [51]. The ideal symmetric 0-\(\pi\) device consists of two identical Josephson junctions with energies $E_J$ and junction capacitances $C_J$ and two large identical superinductors with inductance $L$ forming a loop as in Fig. 2.8. Opposite nodes of the loop are connected via large capacitors of capacitance $C$. The fluxes of the four nodes can be chosen to be the circuit degrees of freedom. However, because of the symmetry of the circuit, the following four variables give more insight into
the circuit behavior. The four modes are shown in Fig. 2.8.b.

\[
\begin{align*}
\theta &= \frac{1}{2}(\phi_2 - \phi_1 + \phi_3 - \phi_4) \\
\phi &= \frac{1}{2}(\phi_2 - \phi_3 + \phi_4 - \phi_1) \\
\zeta &= \frac{1}{2}(\phi_2 - \phi_3 - \phi_4 + \phi_1) \\
\Sigma &= \frac{1}{2}(\phi_1 + \phi_2 + \phi_3 + \phi_4).
\end{align*}
\] (2.28)

The \(\zeta\) mode involves phase differences across the inductors and does not bias the junctions, hence it remains a pure harmonic mode (in the absence of any circuit disorder). In addition, the \(\Sigma\) mode is cyclic and can be omitted.

Therefore, the ideal symmetric 0-\(\pi\) Hamiltonian has two degrees of freedom \(\theta\) and \(\phi\) that store quantum information and reads

\[
H_{0-\pi} = \frac{q_\theta^2}{2C_\theta} + \frac{q_\phi^2}{2C_\phi} + E_L\phi^2 - 2E_J\cos(\theta)\cos(\phi - \phi_{ext}/2). \tag{2.29}
\]

In this equation, \(q_\theta = 2en_\theta\) and \(q_\phi = 2en_\phi\) are the conjugate charge operators corresponding
to $\theta$ and $\phi$ where $[\theta, n_\theta] = i$ and $[\phi, n_\phi] = i$. The capacitances $C_\theta$ and $C_\phi$ are modifications of the circuits’ large capacitor $C$ and Josephson capacitance $C_J$, $C_\theta = 2(C + C_J) + C_g$ and $C_\phi = 2C_J + C_g$, where $C_g$ is a small capacitance due to coupling to external circuitry. $E_L$ and $E_J$ denote the inductor energy and Josephson junction energy respectively, and $\phi_{\text{ext}} = \frac{2\pi \Phi_{\text{ext}}}{\Phi_0}$ denotes the external bias flux in dimensionless units.

While the 0-\pi qubit exhibits intrinsic protection from decoherence, like heavy fluxonium this protection inadvertently prevents us from driving direct transitions between the two qubit states ($|0\rangle$ and $|\pi\rangle$). Therefore, there is a pressing need for finding optimal paths to control the qubit and perform required transitions. In the next chapter, we discuss the theory of quantum optimal control which will be used to find optimal solutions for driving transitions in superconducting qubits.
CHAPTER 3
CLOSED-SYSTEM OPTIMAL CONTROL

3.1 Introduction

Optimal control is a versatile concept which can be applied to a vast variety of quantum systems. Typically there is a primary goal (e.g. maximizing fidelity to a target state/unitary), as well as additional constraints/costs associated with specific experimental systems. Examples of such constraints include fixed maximum amplitudes of control pulses [114, 68], maximum overall power of control signals [69], and limited time resolution of arbitrary waveform generators [91]. Further, finite coherence of quantum systems motivates minimizing the overall time needed for reaching the intended state or unitary (time-optimal control) [23]. In certain cases, steering the quantum system along an optimal path (time-dependent target) may be desired [109].

To achieve these targets, there have been numerous theoretical developments of numerical and analytical methods for quantum optimal control of closed quantum systems (see ref. [44] for a recent review). The algorithms involved are predominantly based on gradient methods, such as realized in gradient ascent pulse engineering (GRAPE) [66, 30], Krotov algorithms [115, 39, 49, 94, 107, 99, 120] or rapid monotonically convergent algorithms [136, 137, 97, 83, 96, 13, 33], and are available in several open-source packages, including QuTiP [61, 62], DYNAMO [81], Spinach [57], and SIMPSON [122]. Quantum optimal control has been remarkably successful in determining optimized pulse sequences [12], designing high-fidelity quantum gates [116, 106, 94, 92, 63, 82, 38, 78, 105, 37, 73], and preparing entangled states [34, 103, 130, 46, 48].

In this chapter, we discuss the theory behind quantum optimal control and especially the closed-system GRAPE technique. In addition, we investigate ways to analytically incorporate different optimization targets with GRAPE.
3.2 Theory

We briefly review the essential idea of quantum optimal control and introduce the notation used throughout the thesis. We consider the general setting of a quantum system with intrinsic Hamiltonian $H_0$ and a set of external control fields $\{u_1(t), \ldots, u_m(t)\}$ acting on the system via control operators $\{H_1, \ldots, H_m\}$. The resulting system Hamiltonian is given by $H(t) = H_0 + \sum_{k=1}^{m} u_k(t)H_k$. Optimal control theory aims to minimize deviations from a target state or target unitary by appropriate adjustments of the control fields $u_k(t)$. To implement this optimization, the time interval of interest is discretized into a large number $n$ of sufficiently small time steps $\delta t$. Denoting intermediate times by $t_j = t_0 + j \delta t$, the Hamiltonian at time $t_j$ takes on the form

$$H_j = H_0 + \sum_{k=1}^{m} u_{k,j}H_k. \quad (3.1)$$

The control fields subject to optimization now form a set $\{u_{k,j}\}$ of $z = m \cdot n$ real numbers.

The quantum evolution from the initial time $t = t_0$ to time $t_j$ is described by a propagator $U_j$, decomposed according to

$$U_j = M_jM_{j-1}M_{j-2}\ldots M_1 \quad (3.2)$$

where

$$M_j = \exp(-iH_j \delta t) \quad (3.3)$$

is the propagator for the short time interval $[t_j, t_j + \delta t]$. (Here and in the following, we set $\hbar = 1$.) Evolution of a select initial state $|\Psi_0\rangle$ from $t = t_0$ to $t = t_j$ then takes the usual form

$$|\Psi_j\rangle = U_j|\Psi_0\rangle. \quad (3.4)$$
In the decomposition of $U_j$, each short-time propagator $M_i$ can be evaluated exactly by matrix exponentiation or approximated by an appropriate series expansion. Propagation methods which go beyond the piecewise-constant approximation for the propagation, can further improve speed and accuracy [82]. Optimization of the discretized control fields $u \in \mathbb{R}^z$ can be formulated as the minimization of a cost function $C(u)$ where $C : \mathbb{R}^z \rightarrow \mathbb{R}^+$. Next, we consider the important cost functions and their gradients, starting with the closed-system GRAPE algorithm for the target gate infidelity cost function.

### 3.3 Closed-system GRAPE algorithm

The closed-system GRAPE algorithm [66] focuses on maximizing the target gate fidelity using gradient ascent. The gradients are analytically calculated in GRAPE. We define the target gate fidelity as $F = |\text{Tr}(U_t^\dagger U_f)/d|^2$ where $U_t$ is the target gate unitary, $U_f = U_n$ is the final achieved unitary at the final ($n$-th) time-step and $d$ is the Hilbert space dimension. GRAPE treats the optimization as a minimization problem with the cost (error) function to minimize being $C = 1 - F = 1 - |\text{Tr}(U_t^\dagger U_f)/d|^2$. Gradients of this cost function with respect to the control parameters are calculated analytically. The cost function can be rewritten as

$$C = 1 - \frac{1}{d^2} |\text{Tr}(U_t^\dagger U_f)|^2 = 1 - \langle U_t|U_f \rangle \langle U_f|U_t \rangle,$$

where $\langle U_t|U_f \rangle \equiv \frac{1}{d} \text{Tr}(U_t^\dagger U_f)$.

Then, defining the forward and backward propagators at time-step $j$ as

$$X_j = M_j M_{j-1} \ldots M_1$$
$$P_j = M_{j+1}^\dagger \ldots M_n^\dagger U_t$$

(3.6)
we can write the cost function as

\[
C = 1 - \langle P_j | X_j \rangle \langle X_j | P_j \rangle = 1 - \langle P_j | M_j X_{j-1} \rangle \langle M_j X_{j-1} | P_j \rangle. \tag{3.7}
\]

Therefore, taking the gradient of this cost function with respect to some control parameter \( u_{k,j} \) will only act on \( M_j \) as it is the only matrix that depends on that control parameter. This simplifies the gradient calculation to

\[
\frac{\partial C}{\partial u_{k,j}} = -\langle P_j | \frac{\partial M_j}{\partial u_{k,j}} X_{j-1} \rangle \langle X_j | P_j \rangle + \text{c.c.} \tag{3.8}
\]

Finally, remembering that \( M_j = \exp[-i\delta t (H_0 + \sum_{k=1}^m u_{k,j} H_k)] \), the derivative is approximated to first order in \( \delta t \) as

\[
\frac{\partial M_j}{\partial u_{k,j}} \approx -i\delta t H_k M_j. \tag{3.9}
\]

This leads to the final form for the analytical gradients of the target gate infidelity cost function

\[
\frac{\partial C}{\partial u_{k,j}} = -\delta t \text{Im} \{ \langle P_j | H_k X_j \rangle \langle X_j | P_j \rangle \} \tag{3.10}
\]

This expression allows for memory-efficient techniques for calculating the gradients as will be discussed in section 3.5.1.

After calculating the gradients, first-order gradient-based algorithms minimize the cost function \( C(\mathbf{u}) \) by the method of steepest descent, updating the controls \( \mathbf{u} \) in the opposite direction of the local cost-function gradient \( \nabla_{\mathbf{u}} C(\mathbf{u}) \):

\[
\mathbf{u}' = \mathbf{u} - \eta \nabla_{\mathbf{u}} C(\mathbf{u}). \tag{3.11}
\]

The choice of the update step size \( \eta \) for the control field parameters \( \mathbf{u} \), plays an important role for the convergence properties of the algorithm. A number of schemes exist which adaptively
Cost function contribution $C_\mu(u)$

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>1: Target gate infidelity</th>
<th>2: Target state infidelity</th>
<th>3: Control amplitudes</th>
<th>4: Control variations</th>
<th>5: Occupation of forbidden state</th>
<th>6: Evolution time (target gate)</th>
<th>7: Evolution time (target state)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$1 -</td>
<td>\text{Tr}(U_t^\dagger U_f)/d</td>
<td>^2$</td>
<td>$1 -</td>
<td>\langle \Psi_f</td>
<td>\Psi_f \rangle</td>
<td>^2$</td>
</tr>
</tbody>
</table>

Table 3.1: Relevant contributions to cost functions for quantum optimal control. Names of contributions indicate the quantity to be minimized.

determine an appropriate step size $\eta$ in each iteration of the minimization algorithm.

## 3.4 Important types of cost function contributions

While GRAPE only deals with the gate infidelity cost function, many other optimization targets are usually desired as well. Table 3.1 shows some of the most important cost function contributions used for closed-system optimal control. The total cost function is a linear combination of these cost functions, $C = \sum_\mu \alpha_\mu C_\mu$. The weight factors $\alpha_\mu$ must be determined empirically, and depend on the specific problem and experimental realization at hand.

### 3.4.1 Unitary gate infidelity

The first cost contribution, $C_1(u)$, is the primary tool for realizing a target unitary $U_t$, such as a single or multi-qubit gate. Cost is incurred for deviations between the target unitary and the realized unitary $U_f$ at a given final time $t_n$. For a system with Hilbert space dimension $d$, its expression $1 - |\text{Tr}(U_t^\dagger U_f)/d|^2$ [66] represents the infidelity obtained from the trace distance between the target unitary and the realized unitary. Minimizing this cost function is the principle goal of the quantum control problem.
3.4.2 State transfer infidelity

The second cost function, \( C_2(u) = 1 - |\langle \Psi_t | \Psi_f \rangle|^2 \), measures the distance between a desired target state \(|\Psi_t\rangle\) and the state \(|\Psi_f\rangle\) realized at the final time \(t_n\), as obtained from evolution of a given initial state \(|\Psi_0\rangle\). In addition, generalizing \( C_2 \) to multiple initial and target states is useful for performing a unitary \( U_t \) which is only defined on some subspace \( H_S \) of the modeled Hilbert space. Such restriction to a selected subspace is of practical importance whenever a desired unitary is to be implemented within some computational subspace only, as is common for quantum computation applications. There, the evolution of higher excited states or auxiliary systems outside the computational subspace is immaterial. Optimal control, then, can be achieved by simultaneous evolution of a set of initial states \( \{|\Psi_s^0\rangle\} (s = 1, 2, \ldots, S) \) that forms a basis of \( H_S \). Optimal control fields are obtained from minimizing the composite state infidelity \( C_{2\Sigma}(u) = 1 - \frac{1}{S} \sum_s |\langle \Psi_s^t | P_S | \Psi_s^f \rangle|^2 \) relative to the desired target states \(|\Psi_s^t\rangle = U_t |\Psi_s^0\rangle\). (Here, \( P_S \) is the projector onto subspace \( H_S \).)

This composite state-transfer cost function when used over a complete basis is equivalent to the gate fidelity, but has several advantages. Most importantly it is more memory efficient requiring only the current state to be stored rather than the whole unitary. In addition, it is very amenable to distributed computing approaches. However, when the unitary transfer matrix can be stored in memory, propagating the full unitary can take advantage of the parallelism of the GPU for smaller problems (see Fig. 5.2).

In order to obtain control fields that are consistent with specific experimental capabilities and limitations, it is often crucial to add further constraints on the optimization. Control fields must be realizable in the lab, should be robust to noise, and avoid large control amplitudes and rapid variations based on signal output specifications of instruments employed in experiments. Exceedingly strong control fields may also be problematic due to heat dissipation which may, for instance, raise the temperature inside a dilution refrigerator. These points motivate the consideration of additional cost function contributions in the following.
3.4.3 Pulse power

One such contribution, $C_3(u) = |u|^2$ suppresses large control-field amplitudes globally, and is commonly employed in quantum optimal control studies [66, 114, 68, 56]. (The generalization to more fine-grained suppression of individual control fields is straightforward to implement as well.) Penalizing the $L^2$ norm of the control fields favors solutions with low amplitudes. It also tends to spread relevant control fields over the entire allowed time window. While $C_3$ constitutes a “soft” penalty on control-field amplitudes, one may also apply a trigonometric mapping to the amplitudes to effect a hard constraint strictly enforcing fixed maximum amplitudes [40]. For example, the tanh mapping converts tunable optimization weights $w_{jk}$ to pulse amplitudes $u_{jk}$ through the relationship $u_{jk} = A_{\text{max}} \tanh(w_{jk})$, where $A_{\text{max}}$ is the maximum amplitude of the pulse.

3.4.4 First and second derivatives of the pulse

The fourth type of contribution to the cost function, $C_4(u) = \sum_{j,k} |u_{k,j} - u_{k,j-1}|^2$, penalizes rapid variations of control fields by suppressing their (discretized) time derivatives [56]. The resulting smoothening of signals is of paramount practical importance, since any instrument generating a control field has a finite impulse response. If needed, contributions analogous to $C_4$ which suppress higher derivatives or other aspects of the time dependence of fields can be constructed. Together, limiting the control amplitudes and their time variation filters out high-frequency “noise” from control fields, which is an otherwise common result of less-constrained optimization. Smoother control fields also have the advantage that essential control patterns can potentially be recognized and given a meaningful interpretation.

3.4.5 Forbidden state occupation

The contribution $C_5(u) = \sum_j |\langle \Psi_F | \Psi_j \rangle|^2$ to the cost function has the effect of suppressing occupation of a select “forbidden” state $|\Psi_F \rangle$ (or a set of such states, upon summation).
throughout the evolution. The inclusion of this contribution addresses an important issue ubiquitous for systems with Hilbert spaces of large or infinite dimension. In this situation, truncation of Hilbert space is needed or inevitable due to computer memory limitations. (Note that this need even arises for a single harmonic oscillator.) Whenever the evolution generated by optimal control algorithms explores highly excited states, truncation introduces a false non-linearity which can misguide the optimization. Including additional states can, in principle, mitigate this problem, but is generally computationally very expensive. An independent physics motivation for avoiding occupation of highly-excited states consists of spontaneous relaxation in realistic systems: high-energy states are often more lossy (as is usually the case, e.g., for superconducting qubits), and possibly more difficult to model. Active penalization of such states therefore has the two-fold benefit of keeping Hilbert space size at bay, and reducing unwanted fidelity loss from increased relaxation. To address these challenges, we employ an intermediate-time cost function [109, 100]: the cost function $C_5$ limits leakage to higher states during the entire evolution, and at the same time prevents optimization to be misinformed by artificial non-linearity due to truncation. We note that the efficacy of this strategy is system dependent: it works well, for example, for harmonic oscillators or transmon qubits [71] which have strong selection rules against direct transitions to more distant states, but may be less effective in systems such as the fluxonium circuit [85] where low-lying states have direct matrix elements to many higher states.

3.4.6 Gate time

Customarily, algorithms minimizing the cost function $C = \sum_{\mu} \alpha_{\mu} C_{\mu}$ for a given evolution time interval $[t_0, t_n]$ aim to match the desired target unitary or target state at the very end of this time interval. To avoid detrimental effects from decoherence processes during the evolution, it is often beneficial to additionally minimize the gate duration (or state preparation) time $\Delta t = t_n - t_0$ itself. Instead of running the algorithms multiple times
for a set of different $\Delta t$, we employ cost function contributions of the form $C_6(u) = 1 - \frac{1}{n} \sum_j |\text{Tr}(U_t^\dagger U_j)|^2$ for a target unitary, or $C_7(u) = 1 - \frac{1}{n} \sum_j |\langle \Psi_t | \Psi_j \rangle|^2$ for a target state, respectively. These expressions penalize deviations from the target gate or target state not only at the final time $t_n$, but at every time step. This contribution to the overall cost function therefore guides the evolution towards a desired unitary or state in as short a time as possible under the conditions set by the other constraints.

### 3.5 Analytical gradients of cost functions

In the following, we outline the analytical calculation of gradients for cost functions such as those summarized in Table 3.1. We stress that our automatic-differentiation implementation evaluates these gradients autonomously, without the need of these analytical derivations or hard-coding any new gradients. The following derivations are thus merely intended as illustrations for a better mathematical understanding (and appreciation) of the gradients calculated without user input by means of automatic differentiation.

For a systematic treatment of the different types of cost functions, we note that most cost functions involve the absolute-value squared of an inner product between target and final states or target and final unitaries (Hilbert-Schmidt inner product). To obtain the gradients of expressions such as $C_1(u) = 1 - |\text{Tr}(U_t^\dagger U_f)|^2$ with respect to the control parameters, we note that control parameters enter via the final states or unitaries through the evolution operators, $U_f = M_n(u)M_{n-1}(u)\cdots M_1(u)$. To streamline our exposition, we first summarize multiple matrix-calculus relations of relevance.

Consider two complex-valued matrices $A$ and $B$, compatible in row/column format such that the matrix product $AB$ is defined. Then, one finds

$$\frac{\partial \text{Tr}(AB)}{\partial B_{ji}} = \frac{\partial (A_{nm}B_{mn})}{\partial B_{ji}} = A_{ij}. \quad (3.12)$$
Throughout this appendix, we use Einstein convention for summation, and follow the Jacobian formulation (also known as numerator layout) for derivatives with respect to matrices. We will further encounter expressions of the following form, involving a third matrix $C$ of the same dimensions as $B$:

\[
\text{Tr} \left[ \frac{\partial [\text{Tr}(AB)]^2}{\partial B} C \right] = \frac{\partial [\text{Tr}(AB) \text{Tr}(AB)^*]}{\partial B_{ji}} C_{ji}
\]

\[
= \frac{\partial \text{Tr}(AB)}{\partial B_{ji}} \text{Tr}(AB)^* C_{ji} = A_{ij} \text{Tr}(AB)^* C_{ji}
\]

\[
= \text{Tr}(AC) \text{Tr}(AB)^*.
\] (3.13)

In the framework of Wirtinger derivatives in complex analysis, derivatives treat quantities $X$ and $X^*$ as independent variables, and Eq. (3.12) is used in the step from line 1 to line 2.

The evaluation of cost-function gradients requires the application of the chain rule to expressions of the type $\frac{\partial}{\partial u_i} c(k(u))$. Here, $c$ maps a complex-valued $\ell \times \ell$ matrix $K$ (e.g., the propagator $U_f$ with $\ell$ denoting the Hilbert space dimension) to a real number (the cost). The matrix $K = (K_{mn})$ itself depends on the real-valued control parameters $u \in \mathbb{R}^z$. The subscript in $u_i$ is understood as a multi-index $i = (k, j)$ encoding the control-field label $k$ and discretized-time index $j$. The matrix-calculus result

\[
\frac{\partial}{\partial u_i} c(K(u)) = \frac{\partial c}{\partial K_{mn}} \frac{\partial K_{mn}}{\partial u_i} + \frac{\partial c}{\partial K^*_{mn}} \frac{\partial K^*_{mn}}{\partial u_i}
\]

\[
= \text{Tr} \left( \frac{\partial c}{\partial K} \frac{\partial K}{\partial u_i} \right) + \text{c.c.}
\] (3.14)

is straightforward to derive with the “regular” chain rule by re-interpreting the functions involved as $c: \mathbb{C}^{\ell^2} \rightarrow \mathbb{R}$ and $K: \mathbb{R}^z \rightarrow \mathbb{C}^{\ell^2}$. In the following, Eqs. (3.13) and (3.14) are used to obtain the analytical expressions for several examples of cost-function gradients.
3.5.1 Gradient for $C_1$: target-gate infidelity

The cost function $C_1 = 1 - |\text{Tr}[U_t^\dagger U_f(u)]/d|^2$, penalizes the infidelity of the realized unitary $U_f = M_n M_{n-1} \ldots M_1$ with respect to the target propagator $U_t$. In the following, we omit the constant factor $d$ since it affects all the gradients only by a constant factor. The cost function then has the gradient

$$
\frac{\partial C_1}{\partial u_{k,j}} (3.14) = \text{Tr} \frac{\partial C_1}{\partial U_f} \frac{\partial U_f}{\partial u_{k,j}} + \text{c.c.} = - \text{Tr} \left[ \frac{\partial |\text{Tr}(U_t^\dagger U_f)|^2}{\partial U_f} \frac{\partial U_f}{\partial u_{k,j}} \right] + \text{c.c.}
$$

$$
(3.13) - \text{Tr} \left( U_t^\dagger \frac{\partial U_f}{\partial u_{k,j}} \right) \text{Tr}(U_t^\dagger U_f)^* + \text{c.c.} = \text{Tr} \left( U_t^\dagger \left[ \prod_{j' > j} M_{j'} \right] i \delta t \mathcal{H}_k U_j \right) \text{Tr}(U_t^\dagger U_f)^* + \text{c.c.}
$$

$$
= -2 \delta t \text{Im} \left\{ \text{Tr} \left( U_t^\dagger \left[ \prod_{j' > j} M_{j'} \right] \mathcal{H}_k U_j \right) \text{Tr}(U_t^\dagger U_f)^* \right\}
$$

(3.15)

where $\prod$ is understood to produce a time-ordered product.

Memory-efficient algorithm.— We note that storage of $\{U_j\}$ can be avoided by applying the strategy introduced in the original GRAPE paper [66]: since the evolution is unitary, one may time-reverse the evolution step by step, and re-calculate the intermediate propagator via $U_j = M_{j+1}^\dagger U_{j+1}$. Here, each short-time propagator $M_j$ is re-generated locally in time, using only the control fields at time $t_j$. Such a backwards-propagation algorithm leads to an increase in computation time by roughly a factor of 2 (each $M_j$ is then calculated twice), but has a memory demand of only $O(\ell^2)$ – which does not scale with $n$, the number of time steps. This memory-efficient algorithm is given by
Algorithm 1 $C_1$ gradient via backwards propagation

1: $P = \text{Tr}(U_f^* U_f) U_f^*$
2: $X = U_f$
3: for $j = n$ to 0 do
4:     for all $k$ do
5:         $\partial C_1 / \partial u_{k,j} = -2\delta t \text{Im} \left[ \text{Tr} (P \mathcal{H}_k X) \right]$
6:     end for
7:     $X = M_j^\dagger X$
8:     $P = P M_j$
9: end for
10: return $\partial C_1 / \partial u$

3.5.2 Gradient for $C_2$: target-state infidelity

For state preparation or unitaries specified only in a subspace, it is sufficient to optimize the evolution for only a few initial states, rather than for the complete basis. This is achieved by minimizing a cost function based on $C_2(u) = 1 - |\langle \Psi_t | \Psi_f \rangle|^2$, where the realized final state $|\Psi_f\rangle$ depends on the control parameters $u$. Again applying equations (3.14) followed by (3.13) (and using that the trace of a number results in that number), we obtain

$$\frac{\partial C_2}{\partial u_{k,j}} = -2\delta t \text{Im} \left[ \langle \Psi_t | \prod_{j' > j} M_{j'} \mathcal{H}_k |\Psi_j\rangle \langle \Psi_t | \Psi_f \rangle^* \right]$$

Memory-efficient algorithm.— By using the same backward propagation strategy as above, a memory-efficient algorithm with memory requirement $O(\ell)$ independent of the time-step number is possible:
Algorithm 2 $C_2$ gradient via backwards propagation

1: $P = \langle \Psi_t | \Psi_f \rangle^* \langle \Psi_t |$

2: $X = |\Psi_f\rangle$

3: for $j = n$ to 0 do

4: for all $k$ do

5: $\partial C_2 / \partial u_{k,j} = -2\delta t \text{Im}[P \mathcal{H}_k X]$

6: end for

7: $X = M_j^\dagger X$

8: $P = PM_j$

9: end for

10: return $\partial C_2 / \partial u$

3.5.3 Gradient for $C_5$: occupation of forbidden state

Occupation of a “forbidden” state is discouraged by the cost function $C_5 = \sum_j |\text{Tr}(\Psi_j^\dagger \Psi_j)|^2$. This cost function differs qualitatively from the gate and state infidelity cost functions: the latter are evaluated based on the result at the final time, while forbidden-state occupation involves intermediate states at every time step. Accordingly, the corresponding gradient takes a different form. First, Eq. (3.14) is replaced by

$$\frac{\partial}{\partial u_i} c(\Psi_0(u), \Psi_1(u), \ldots, \Psi_n(u)) = \text{Tr} \frac{\partial c}{\partial \Psi_j} \frac{\partial \Psi_j}{\partial u_i} + \text{c.c.} \quad (3.16)$$
where introduction of the trace of a \( c \)-number is convenient for direct application of Eq. (3.13). We then obtain

\[
\frac{\partial C_5}{\partial u_{k,j}} = \sum_J \text{Tr} \left( \frac{\partial C_5}{\partial \Psi_J} \frac{\partial \Psi_J}{\partial u_{k,j}} \right) + \text{c.c.} = \sum_{J \geq j} \sum_{j'} \text{Tr} \left[ \frac{\partial \left[ \text{Tr}(\Psi_F^\dagger \Psi_{J'}) \right]^2}{\partial \Psi_J} \frac{\partial \Psi_J}{\partial u_{k,j}} \right] + \text{c.c.} \quad (3.17)
\]

\[
(3.13) \quad \sum_{J \geq j} \text{Tr} \left( \Psi_F^\dagger \frac{\partial \Psi_J}{\partial u_{k,j}} \right) \text{Tr}(\Psi_F^\dagger \Psi_J)^* + \text{c.c.}
\]

\[
= 2 \delta t \sum_{J \geq j} \text{Im} \left[ \langle \Psi_F | \prod_{j' = j + 1}^J M_{j'} | H_k | \Psi_j \rangle \langle \Psi_J | \Psi_F \rangle \right]
\]

The double sum of eq (3.17), after simplification, could be calculated in \( O(N) \) time. The corresponding backward propagation algorithm then takes the following form:

**Algorithm 3 C\(5\) gradient via backwards propagation**

1. \( P = \langle \Psi_n | \Psi_F \rangle \langle \Psi_F | \rangle \)
2. \( X = | \Psi_n \rangle \)
3. **for** \( j = n \)** to 0 **do**
4. \( \text{for all } k \text{ do} \)
5. \( \frac{\partial C_5}{\partial u_{k,j}} = 2 \delta t \text{Im}[P H_k X] \)
6. **end for**
7. \( X = M_j^\dagger X \)
8. \( P = P M_j + \langle X | \Psi_F \rangle \langle \Psi_F | \rangle \)
9. **end for**
10. return \( \frac{\partial C_5}{\partial u} \)

This cost function and gradient are also used as the time-optimal award function. Rather than penalizing the occupation of a forbidden state at intermediate time-steps, we reward the occupation of the target state at all time-steps. Therefore, the analytical calculation of time-optimal gradients is similar.

While we carefully analyzed how to calculate analytical gradients for many cost functions
in this chapter, a general approach for automatizing the calculation of gradients for any other cost function is desirable. Therefore, we move to the concept of automatic differentiation in the next chapter which is an automated process for calculating the necessary gradients for any optimization target.
CHAPTER 4

AUTOMATIC DIFFERENTIATION

4.1 Introduction

Incorporating new constraints in the optimization process often requires the analytical derivation and implementation of additional contributions to the gradient calculation. This issue can greatly impede the ability to quickly develop control strategies for new problems.

To overcome this issue, we note that the techniques and algorithms used to optimize the control of quantum systems [44, 66, 30, 115, 39, 49, 94, 107, 99, 120, 136, 137, 97, 83, 96, 13, 33] and those underlying the field of deep neural networks [54, 55] share a number of common elements. Both areas heavily use linear algebra operations combined with gradient descent optimization. Thus, advanced hardware and software technology recently emerging from the rapid development of machine learning also paves the way for a significant boost of optimal quantum control techniques.

In particular, automatic differentiation (AD) [4, 131] has become a central tool in machine learning [5] to generate the gradients of complex neural networks at runtime. It equally applies to the problem of optimal control of quantum systems. In this approach, the gradients of a set of elementary operations are defined and more complex functions are built as computational graphs of these operations. The value of the function is computed by traversing the graph from inputs to the output, while the gradient is computed by traversing the graph in reverse to concatenate the needed gradients in a chain-rule manner. This methodology gives the same numerical accuracy and stability of analytic gradients without requiring one to derive and implement analytical gradients specific to each new trial cost function.
4.2 AD elements

An automatic differentiator allows users to define mathematical relationships between an output function and its inputs, then can calculate the corresponding gradients by concatenating a series of pre-defined gradients. The full procedure of automatic differentiation is described in the following steps:

1. The differentiator uses a basic set of \( m \) pre-defined operations \( \{f_i(x_1, x_2, \ldots, x_{n_i})\} \) where \( i = 1, 2, \ldots, m \). For each operation \( f_i \), the gradients \( \frac{\partial f_i}{\partial x_1}, \ldots, \frac{\partial f_i}{\partial x_{n_i}} \) with respect to all \( n_i \) inputs must be defined.

2. The user sets up the optimization problem by defining a cost function that is expressed solely by the operations \( f_i \). This step creates the so-called computational graph.

3. The algorithm runs through the computational graph in forward direction, starting from certain values of the inputs and computing the resulting cost-function value. The corresponding gradients are calculated as every operation is executed, and are saved for processing.

4. After completion of the forward path, reverse-mode automatic differentiation is utilized to trace backwards all paths relating the cost function to the inputs. This involves properly summing the stored partial derivatives of each path, generated by a recursive chain rule.

4.3 Example: Scalar cost functions

In the following, we discuss a simple example where all operations involved act on scalars. Consider automatic differentiation of the cost function \( C(x_1, x_2) = 2x_1^2 + \exp(x_1x_2) \) with respect to its inputs \( x_1 \) and \( x_2 \). To build an automatic differentiator, a set of building block operations needs to be predefined, one example of this set is shown in Table 4.1.
Table 4.1: Example set of scalar operations for automatic differentiation

<table>
<thead>
<tr>
<th>Name</th>
<th>Definition</th>
<th>Gradients</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUL</td>
<td>$f(x_1, x_2) = x_1 x_2$</td>
<td>$\frac{\partial f}{\partial x_1} = x_2$ and $\frac{\partial f}{\partial x_2} = x_1$</td>
</tr>
<tr>
<td>DIV</td>
<td>$f(x_1, x_2) = \frac{x_1}{x_2}$</td>
<td>$\frac{\partial f}{\partial x_1} = \frac{1}{x_2}$ and $\frac{\partial f}{\partial x_2} = -\frac{x_1}{x_2^2}$</td>
</tr>
<tr>
<td>ADD</td>
<td>$f(x_1, x_2) = x_1 + x_2$</td>
<td>$\frac{\partial f}{\partial x_1} = 1$ and $\frac{\partial f}{\partial x_2} = 1$</td>
</tr>
<tr>
<td>SCALE</td>
<td>$f(a, x_1) = a x_1$</td>
<td>$\frac{\partial f}{\partial x_1} = a$</td>
</tr>
<tr>
<td>EXP</td>
<td>$f(x_1) = e^{x_1}$</td>
<td>$\frac{\partial f}{\partial x_1} = e^{x_1}$</td>
</tr>
</tbody>
</table>

Note that the exponential operation does not strictly have to be included, since an approximation for it could be represented in a Taylor series involving only MUL, ADD and SCALE operations. The same applies to other functions like sine and cosine, as well as taking the integer power of an input, etc. In practice though, it is convenient to include special functions with compact analytical derivative in the basic set to give the user more flexibility in defining the computational graph.

Using Table 4.1 as the basic-operation set, we next define the computational graph, see Fig. 4.1. After the computational graph is run in forward direction (from $x_1$ and $x_2$ towards $C$), reverse-mode automatic differentiation identifies paths between $C$ and each of $x_1$ and $x_2$. In this example, there is one path (the orange path) relating $C$ to $x_2$ while there are 3 paths (red paths) between $C$ and $x_1$. Gradients are automatically calculated in a backward direction by recursively multiplying the gradients in each path from bottom to top, then summing over all paths contributing to the same variable. Following this scheme, automatic
Figure 4.1: Computational graph for the example cost function $C(x_1, x_2) = 2x_1^2 + \exp(x_1 x_2)$, created for automatic differentiation to calculate $\frac{\partial C}{\partial x_1}$ and $\frac{\partial C}{\partial x_2}$. Every ellipse represents one basic operation whose gradients are known and symbolically given by the expressions in rounded rectangles, attached by arrows. The inputs to each operation are represented by lines entering the ellipse from above or from the left/right. The output of each operation is given a name $z_i$ written on the output line emerging from the bottom. After the computational graph run in forward direction (from $x_1, x_2$ towards $C$), reverse-mode automatic differentiation identifies paths between $C$ and each of $x_1$ and $x_2$. In this example, there is one path (orange color) relating $C$ to $x_2$ while there are 3 paths (red paths) between $C$ and $x_1$. Gradients are automatically calculated in a backward fashion by recursively multiplying the gradients in each path from bottom to top, then summing over all paths contributing to the same variable.
differentiation calculates the gradients in the reverse mode, yielding

\[
\frac{\partial C}{\partial x_1} = \frac{\partial C}{\partial z_1} \frac{\partial z_0}{\partial x_1} + \frac{\partial C}{\partial z_1} \frac{\partial z_0}{\partial x_1} + \frac{\partial C}{\partial z_3} \frac{\partial z_2}{\partial x_1} \\
= 1 \cdot 2 \cdot x_1 + 1 \cdot 2 \cdot x_1 + e^{z_2} x_2 = 4x_1 + e^{x_1 x_2} x_2,
\]

\[
\frac{\partial C}{\partial x_2} = \frac{\partial C}{\partial z_3} \frac{\partial z_2}{\partial x_2} = 1 \cdot e^{z_2} x_1 = e^{x_1 x_2} x_1,
\]

which are indeed the correct gradients. In this way, automatic differentiation allows for calculating gradients for any computational graph that is defined in terms of the building blocks of the differentiator.

### 4.4 Linear-algebra-based AD

To utilize automatic differentiation in the optimization of quantum systems, the set of basic operations must include matrix operations since the quantum dynamics is propagated through matrix operations. The definition of gradients then needs to account for the non-commutativity of matrix multiplication. To be able to generate gradients in the backward paths, the differentiator must be able to express the gradients with respect to the outputs in terms of the gradients with respect to the inputs of the operation at hand. Thus, for every basic matrix operation \( f(M_i) \), we need to specify how the gradients with respect to the inputs of the operation, \( \frac{\partial C}{\partial M_i} \), can be calculated given gradients with respect to the output \( \frac{\partial C}{\partial f} \), where bold letters indicate matrices. Table 4.2 shows some of the basic matrix operations and their gradient relations needed for automatic differentiation.

Because of the asymmetry in the MATMUL-gradient rule, it is not as simple to express the gradient relations for most special functions as it was in the scalar case. Most of the functions not defined in Table 4.2 (including the matrix exponential) must be expressed in terms of the basic operations like MATMUL, ADD and SCALE so that the gradient calculation is accurate.
Table 4.2: Examples of basic matrix operations needed for automatic differentiation. Arguments of MATMUL must be compatible under matrix multiplication; arguments of ADD must have the same dimensions, and DET is only defined for square matrices. Bold letters represent matrices and regular letters represent scalars.

<table>
<thead>
<tr>
<th>Name</th>
<th>Definition</th>
<th>Gradients</th>
</tr>
</thead>
<tbody>
<tr>
<td>MATMUL</td>
<td>$f(M_1, M_2) = M_1 M_2$</td>
<td>$\frac{\partial C}{\partial M_1} = M_2 \frac{\partial C}{\partial f}$ $\frac{\partial C}{\partial M_2} = \frac{\partial C}{\partial f} M_1$</td>
</tr>
<tr>
<td>ADD</td>
<td>$f(M_1, M_2) = M_1 + M_2$</td>
<td>$\frac{\partial C}{\partial M_1} = \frac{\partial C}{\partial f}$ $\frac{\partial C}{\partial M_2} = \frac{\partial C}{\partial f}$</td>
</tr>
<tr>
<td>SCALE</td>
<td>$f(a, M_1) = a M_1$</td>
<td>$\frac{\partial C}{\partial M_1} = a \frac{\partial C}{\partial f}$</td>
</tr>
<tr>
<td>TRACE</td>
<td>$f(M_1) = \text{Tr}(M_1)$</td>
<td>$\frac{\partial C}{\partial M_1} = 1 \frac{\partial C}{\partial f}$</td>
</tr>
<tr>
<td>DET</td>
<td>$f(M_1) = \det(M_1)$</td>
<td>$\frac{\partial C}{\partial M_1} = \det(M_1) M_1^{-T} \frac{\partial C}{\partial f}$</td>
</tr>
<tr>
<td>TRANSPOSE</td>
<td>$f(M_1) = M_1^T$</td>
<td>$\frac{\partial C}{\partial M_1} = \frac{\partial C}{\partial f}$</td>
</tr>
<tr>
<td>CONJUGATE</td>
<td>$f(M_1) = M_1^*$</td>
<td>$\frac{\partial C}{\partial M_1} = \frac{\partial C}{\partial f}$</td>
</tr>
</tbody>
</table>

All cost functions summarized in table 3.1 can be conveniently expressed in terms of common linear-algebra operations. Therefore, it is possible to utilize a linear-algebra-based automatic differentiator to implement a gradient-based quantum optimizer. We describe the details of this implementation in the next chapter.
CHAPTER 5
CLOSED-SYSTEM OPTIMAL CONTROL AD IMPLEMENTATION

5.1 Introduction

Building on the advantages of automatic differentiation in quantum optimal control, we have implemented a scheme that incorporates constraints via automatic differentiation and utilizes GPUs for boosting computational efficiency. Our quantum optimal control implementation utilizes the TensorFlow library developed by Google’s machine intelligence research group [1]. This library is open source, and is being extended and improved upon by an active development community. The simple interface to Python allows non-software professionals to implement high-performance machine learning and optimization applications without excessive overhead. TensorFlow supports GPU and large-scale parallel learning, critical for high-performance optimization.

A crucial factor for recent impressive progress in machine learning has been the leveraging of massive parallelism native to graphics processing units (GPUs) [95, 22, 111, 104, 117]. Similarly, GPUs have been used to accelerate computations in many areas of quantum physics and chemistry [9, 25, 132, 123, 126, 98, 58]. Specifically, GPUs are extremely efficient in multiplying very large matrices [28, 41]. Such multiplications also form a central step in the simulation and optimal control of quantum systems. Exploiting this advantageous feature of GPUs, we achieve significant speed improvements in optimizing control schemes for systems at the current frontiers of experimental quantum computation. As the number of qubits in these experiments is increasing [27, 31, 64], it becomes increasingly important to take advantage of optimal control techniques. Moreover, recent advances in commercially available electronics enabling base-band synthesis of the entire microwave spectrum, afford new capabilities which quantum optimal control is uniquely well-suited to harness.
5.2 Implementation

Typical machine-learning applications require most of the same building blocks needed for quantum optimal control. Predefined operations, along with corresponding gradients, include matrix addition, multiplication, matrix traces and vector dot products. We have implemented an efficient kernel for approximate evaluation of the matrix exponential and its gradient. Using these building blocks, we have developed a fast and accurate implementation of quantum optimal control, well-suited to deal with a broad range of engineered quantum systems and realistic treatment of capabilities and limitations of control fields.

In common applications of quantum optimal control, time-evolving the system under the Schrödinger equation – more specifically, approximating the matrix exponential for the propagators $M_j$ at each time step $t_j$ – requires the biggest chunk of computational time. Within our matrix-exponentiation kernel, we approximate $e^{-iH_j\delta t}$ by series expansion, taking into account that the order of the expansion plays a crucial role in maintaining accuracy and unitarity. The required order of the matrix-exponential expansion generally depends on the magnitude of the matrix eigenvalues relative to the size of the time step. General-purpose algorithms such as \texttt{expm()} in Python’s SciPy framework accept arbitrary matrices $M$ as input, so that the estimation of the spectral radius or matrix norm of $X$, needed for choosing the appropriate order in the expansion, often costs more computational time than the final evaluation of the series approximation itself. Direct series expansion with only a few terms is sufficient for $H_j\delta t$ with spectral radius smaller than 1. In the presence of large eigenvalues, series convergence is slow, and it is more efficient to employ an appropriate form of the “scaling and squaring” strategy, based on the identity

$$
\exp X = \left[ \exp \left( \frac{X}{2^n} \right) \right]^{2^n}, \tag{5.1}
$$

which reduces the spectral range by a factor of $2^n$ at the cost of recursively squaring the
matrix \( n \) times [89]. Overall, this strategy leads to an approximation of the short-time
propagator of the form

\[
M_j \approx \left[ \sum_{k=0}^{p} \frac{(-iH_j \delta t/2)^k}{k!} \right]^{2^n},
\]

(5.2)
based on a Taylor expansion truncated at order \( p \). Computational performance could be
further improved by employing more sophisticated series expansions [3, 26] and integration
methods [59].

As opposed to the challenges of general-purpose matrix exponentiation, matrices involved
in a specific quantum-control application with bounded control-field strength \((iH_j \delta t)\), will
typically exhibit similar spectral radii. Thus, rather than attempting to determine individual
truncation levels \( p_j \), and performing scaling-and-squaring at level \( n_j \) in each time step \( t_j \), we
make a conservative choice for global \( p \) and \( n \) at the beginning and employ them throughout.
This simple heuristic speeds up matrix exponentiation over the default SciPy implementation
significantly, primarily due to leaving out the step of spectral radius estimation.

By default, automatic differentiation computes the gradient of the approximated matrix
exponential via backpropagation through the series expansion. However, for sufficiently small
spectral radius of \( M \), we may approximate [66]

\[
\frac{d}{dx} e^{M(x)} \approx M'(x) e^{M(x)},
\]

(5.3)
neglecting higher-order corrections reflecting that \( M'(x) \) and \( M(x) \) may not commute. (Higher-
order schemes taking into account such additional corrections are discussed in ref. [30].)
Equation (5.3) simplifies automatic differentiation: within this approximation, only the same
matrix exponential is needed for the evaluation of the gradient. We make use of this in a cus-
tom routine for matrix exponentiation and gradient-operator evaluation, further improving
the speed and memory performance.

The TensorFlow library currently has one limitation relevant to our implementation of a
quantum optimal control algorithm. Operators and states in Hilbert space have natural representations as matrices and vectors which are generically complex-valued. TensorFlow, designed primarily for neural network problems, has currently only limited support for complex matrices. For now, we circumvent this obstacle by mapping complex-valued matrices to real matrices via the isomorphism $H \mapsto \mathbf{1} \otimes H_{\text{re}} - i\sigma_y \otimes H_{\text{im}}$, and state vectors $\vec{\Psi} \mapsto (\vec{\Psi}_{\text{re}}, \vec{\Psi}_{\text{im}})^t$.

Here, $\mathbf{1}$ is the $2\times2$ unit matrix and $\sigma_y$ one of the Pauli matrices. Real and imaginary parts of the matrix $H$ are denoted by $H_{\text{re}} = H$ and $H_{\text{im}} = \text{Im } H$, respectively; similarly, real and imaginary parts of the state vectors are $\vec{\Psi}_{\text{re}} = \vec{\Psi}$ and $\vec{\Psi}_{\text{im}} = \text{Im } \vec{\Psi}$. Written out in explicit block matrix form, this isomorphism results in

$$H \vec{\Psi} \mapsto \begin{pmatrix} H_{\text{re}} & -H_{\text{im}} \\ H_{\text{im}} & H_{\text{re}} \end{pmatrix} \begin{pmatrix} \vec{\Psi}_{\text{re}} \\ \vec{\Psi}_{\text{im}} \end{pmatrix},$$

rendering all matrices and vectors real-valued. There are promising indications that future TensorFlow releases may improve complex-number support and eliminate the need for a mapping to real-valued matrices and vectors.

In addition, the optimizer allows for constantly changing the drift and control Hamiltonians. In certain applications, including the 0-$\pi$ qubit, there can be some system parameters that fluctuate due to noise and hence cannot be fixed in the optimization. Instead, we allow the optimizer to simulate the system with a different value for that parameter in every iteration. This in turn changes the drift and control Hamiltonians used in every iteration. Directly applying the gradients from each iteration results in a stochastic gradient descent (SGD) [65, 138] process converging to an average solution over all values of that parameter. Careful tuning of cost-function weights can result in convergence to an almost constant value of the fidelity for all values of the variable parameter.
Figure 5.1: Computational network graph for quantum optimal control. Circular nodes in the graph depict elementary operations with known derivatives (matrix multiplication, addition, matrix exponential, trace, inner product, and squared absolute value). Backward propagation for matrices proceeds by matrix multiplication, or where specified, by the Hadamard product $\circ$. In the forward direction, starting from a set of control parameters $u_{k,j}$, the computational graph effects time evolution of a quantum state or unitary, and the simultaneous computation of the cost function $C$. The subsequent “backward propagation” extracts the gradient $\nabla_u C(u)$ with respect to all control fields by reverse-mode automatic differentiation. This algorithm is directly supported by TensorFlow [1], once such a computational network is specified.
5.3 Computational graph

Figure 5.1 shows the network graph of operations in our software implementation, realizing quantum optimal control with reverse-mode automatic differentiation. For simplicity, the graph only shows the calculation of the cost functions $C_2$ and $C_5$. The cost function contributions $C_1, C_6,$ and $C_7$ are treated in a similar manner. The suppression of large control amplitudes or rapid variations, achieved by $C_3$ and $C_4$, is simple to include, since the calculation of these cost function contributions is based on the control signals themselves and does not involve the time-evolved state or unitary. The host of steps for gradient evaluation is based on basic matrix operations like summation and multiplication.

Reverse-mode automatic differentiation [55] provides an efficient way to carry out time evolution and cost function evaluation by one forward sweep through the computational graph, and calculation of the full gradient by one backward sweep. In contrast to forward accumulation, each derivative is evaluated only once, thus enhancing computational efficiency. The idea of backward propagation is directly related to the GRAPE algorithm for quantum optimal control pioneered by Khaneja and co-workers [66]. While the original GRAPE algorithm bases minimization exclusively on the fidelity of the final evolved unitary or state, advanced cost functions (such as $C_5$ through $C_7$) require the summation of cost contributions from each intermediate step during time evolution of the system. Such cost functions go beyond the usual GRAPE algorithm, but can be included in the more general backward propagation scheme described above.

5.4 Performance benchmarking

Obtaining a fair comparison between CPU-based and GPU-based computational performance is notoriously difficult [76]. We attempt to provide a specific comparison under a unified computation framework. TensorFlow allows for straightforward switching from run-
Figure 5.2: Benchmarking comparison between GPU and CPU for (a) a unitary gate (Hadamard transform), and (b) state transfer (GHZ state preparation). Total runtime per iteration scales linearly with the number of time steps. For unitary-gate optimization, the GPU outperforms the CPU for Hilbert space dimensions above $\sim 100$. For state transfer, GPU benefits set in slightly later, outperforming the CPU-based implementation for Hilbert space dimensions above $\sim 300$. The physical system we consider, in this case, is an open chain of $N$ spin-1/2 systems with nearest neighbor $\sigma_z\sigma_z$ coupling, and each qubit is controlled via fields $\Omega_x$ and $\Omega_y$.

In this example, we specifically inspect how the computational speed scales with the Hilbert space dimension when optimizing an $n$-spin Hadamard transform gate and $n$-spin GHZ state preparation for a coupled chain of spin-1/2 systems presented in Section 6.1.4. (Details of system parameters are described in the same section.) We benchmark the average runtime for a single iteration for various spin-chain sizes and, hence, Hilbert space dimensions. We find that the GPU quickly outperforms the CPU in the unitary gate problem, even for a moderate system size of $\sim 100$ basis states. For optimization of state transfer, we observe that speedup from GPU usage, relative CPU performance, sets in for slightly larger system sizes of approximately $\sim 300$ basis states.
The distinct thresholds for the GPU/CPU performance gain stem from the different computational complexities of gate vs. state-transfer optimization. Namely, optimizing unitary gates requires the propagation of a unitary operator (a matrix), involving matrix-matrix multiplications, while optimizing state transfer only requires the propagation of a state (a vector), involving only matrix-vector multiplications:

\[ M_j |\Psi\rangle \approx \sum_{k=0}^{p} \frac{(-i\delta t)^k}{k!} (H_j \ldots (H_j(H_j|\Psi\rangle))), \quad (5.5) \]

Computing the matrix-vector multiplication is generally much faster than computing the matrix exponential itself [113]. For an \( n \)-dimensional matrix, the computation of the matrix exponential involves matrix-matrix multiplication, which scales as \( O(n^3) \). The computation of state transfer only involves matrix-vector multiplication, which scales as \( O(n^2) \) [or even \( O(n) \) for sufficiently sparse matrices].

For optimization of the Hadamard transform as well as the GHZ state preparation, we observe a 19-fold GPU speedup for a 10-qubit system (Hilbert space dimension of 1,024) in the former case, and a 6-fold GPU speedup for an 11-qubit system (Hilbert space dimension of 2,048) in the latter case. Since matrix operations are the most computationally intensive task in our software, this speedup is comparable to other GPU application studies that heavily use matrix operations [95, 22, 111, 104, 117, 121, 76]. We emphasize that these numbers are indicative of overall performance trends, but detailed numbers will certainly differ according to the specific system architecture in place. The CPU model we used was an Intel® Core™ i7-6700K CPU @ 4.00 GHz, and the GPU model was an NVIDIA® Tesla® K40c. In this study, all computations are based on dense matrices. Since most physically relevant Hamiltonians are sparse (evolution generally affects sparsity, though), future incorporation of sparse matrices may further improve computation speed for both CPU and GPU [6, 80].
5.5 User manual

Our software implementation can be downloaded at: github.com/SchusterLab/quantum-optimal-control. In this section, we highlight the main parameters that a user should supply to the software along with their recommended values. To call the optimizer, the most comprehensive format is

\[
\text{uks, } U_{\text{final}} = \text{Grape}(H_0, \text{Hops}, \text{Hnames}, U, \text{total\_time}, \text{steps}, \text{states\_concerned\_list}, \text{convergence}, U_0, \text{reg\_coeffs}, \text{dressed\_info}, \text{maxA}, \text{use\_gpu}, \text{draw}, \text{initial\_guess}, H_{\text{time\_scales}}, \text{show\_plots}, \text{unitary\_error}, \text{method}, \text{state\_transfer}, \text{no\_scaling}, \text{freq\_unit}, \text{file\_name}, \text{save}, \text{data\_path}).
\]

If convergence is achieved, the optimizer returns the optimized control pulses, uks, and the final unitary achieved U_f\text{inal}. We will explain each of the arguments and the values suggested for them in the next section.

5.5.1 Mandatory arguments

The arguments that must be given to the optimizer are

1. \(H_0\): Drift Hamiltonian (a square \(d \times d\) matrix).
2. \(\text{Hops}\): A list of control Hamiltonians (each is \(d \times d\)).
3. \(\text{Hnames}\): A list of control Hamiltonian labels (strings), with the same length as \(\text{Hops}\).
4. \(U\): Target Unitary \((d \times d)\) if \(\text{state\_transfer} == \text{False}\), or \(k\) vectors \((d \times k)\) where \(k\) is the number of initial states desired if \(\text{state\_transfer} == \text{True}\).
5. \(\text{total\_time}\): Total Time of the gate (float).
6. \(\text{steps}\): Number of time steps (int).
7. \(\text{states\_concerned\_list}\): A list of the indices of initial states (e.g [0,1]).
5.5.2 Optional arguments

1. \( U_0 \): Initial Unitary \((d \times d)\), default is the identity.

2. convergence: A dictionary with convergence conditions. It includes the following parameters with default values as indicated: 
\[
\text{convergence} = \{ \text{'rate':0.01, 'update\_step':100, 'max\_iterations':5000, 'conv\_target':1e-8, 'learning\_rate\_decay':2500,'min\_grad': 1e-25} \}
\]
   - rate: Learning rate, the size of the step \( \eta \) the optimizer applies to control pulses,
     \[
u' = u - \eta \nabla_u C(u).
\]
   - update_step: the number of iterations without updating the user with plots or text.
   - max_iterations: maximum number of iterations to perform in total.
   - conv_target: the target infidelity error.
   - learning_rate_decay: A parameter that specifies the exponential decay of the learning rate as needed for good convergence. It should be around half the value of maximum iterations.
   - min_grad: The minimum value of summed squared gradients below which optimization is halted.

3. Initial guess: A list of \( k \) elements, each of them of length \( \text{steps} \), defining the initial guesses for all control pulses. If not provided, a random pulse drawn from a Gaussian distribution (mean = 0 and std = \( \sqrt{\text{maxA}} \)) is used.

4. reg coeffs: A dictionary of coefficients for the different cost functions. Details of the different cost functions and their suggested values are outlined separately in the next section.
5. **dressed_info**: A dictionary including the eigenvalues and eigenstates of dressed states if they are to be used in the simulation.

6. **maxA**: A list of $k$ numbers, the maximum amplitudes of the control pulses.

7. **use_gpu**: A boolean switch between GPU and CPU usage, default is True.

8. **sparse_H, sparse_U**: Booleans specifying whether Hamiltonians and unitary operators are sparse. Speedup is expected if the corresponding sparsity is satisfied. Only available in CPU mode.

9. **use_inter_vecs**: A boolean to enable/disable the involvement of state evolution in graph building. If False, no intermediate level occupations will be calculated or stored.

10. **draw**: A list including the indices and names for the states to be included in state occupation plots. Ex: `states_draw_list = [0,1], states_draw_names = ['|0⟩', '|1⟩']` and `draw = [states_draw_list, states_draw_names]`. Default value is to plot states with indices 0-3.

11. **show_plots**: A boolean (default is True) to switch on/off the display of plots for updating the user with optimization progress.

12. **state_transfer**: A boolean (default is False) switching between state transfer and full unitary evolution.

13. **method**: The numerical method for optimization. Options are 'ADAM', 'BFGS', 'L-BFGS-B' or 'EVOLVE'. Default is 'ADAM'. 'EVOLVE' only simulates the time evolution without optimizing.

14. **Unitary_error**: A float indicating the desired maximum error of the Taylor expansion of the exponential. It is used to choose a proper number of expansion terms. Default target unitary error is $1e^{-4}$.
15. **no_scaling**: A boolean (default is False) to disable scaling and squaring in the matrix exponential.

16. **Taylor_terms**: A list of integers as [Taylor expansion terms, scaling and squaring terms], to manually choose the number of Taylor terms for matrix exponentials.

17. **freq_unit**: A string to indicate the units of the given Hamiltonians. Default is 'GHz'. Can only take the following values: 'GHz', 'MHz', 'kHz' or 'Hz'.

18. **save**: A boolean (default is True) to indicate whether the user wants optimization data to be saved. Saved data include control pulses, intermediate vectors and final unitary at every update step.

19. **file_name**: A name for the file where optimization data will be saved.

20. **data_path**: Path for saving the simulation. Default is current directory.

### 5.5.3 Cost functions and their weights

The currently implemented cost functions are:

1. The infidelity cost function: It is defined as the overlap between the target unitary/final state and the achieved unitary/final state. It has a fixed weight of 1 in the code, i.e. all the other weights are normalized relative to it.

2. The Gaussian envelope cost function: A penalty is applied if the control pulses do not have a Gaussian envelope. The user supplies a coefficient called `envelope` in the `reg_coeffs` input. A value of 0.01 is found to be a good starting value empirically.

3. The first derivative cost function: To make the control pulses smoother, the optimizer can penalize the summed squares of pulse first derivatives. The user supplies a coefficient called `dwdt` in the `reg_coeffs` input as its relative weight. A value of 0.001 is found to be a good starting value empirically.
4. The second derivative cost function: A penalty on the summed squares of pulse second derivatives can also be activated. The user supplies a coefficient called $d_2\omega dt^2$ in the `reg_coeffs` input as its relative weight. A value of 0.000001 is found to be a good starting value empirically.

5. The forbidden-state cost function: It is a cost function to forbid the quantum occupation of certain levels throughout the time of the gate. The user supplies a coefficient called `forbidden` (starting value is around 100 empirically) and a list called `states_forbidden_list` inside the `reg_coeffs` dictionary specifying the indices of the levels to forbid.

6. The time-optimal cost function: If the user wants to speed up the gate, they should provide a coefficient called `speed_up` (starting value is around 100) to award the occupation of the target state at all intermediate states, hence, making the gate as fast as possible.

All of these coefficients should be tweaked by the user to emphasize certain aspects of the optimization they want. In practice, the coefficients and learning rate are found to be the most crucial inputs to be adjusted for better convergence. Starting with the default values in the `reg_coeffs` dictionary along with a learning rate that is between 0.001 and 0.01 achieved good results for most of our applications. The user should keep an eye on how the different optimization targets are behaving as the iterations are processed, and should increase or decrease the relative weights accordingly.
CHAPTER 6
CLOSED-SYSTEM OPTIMAL CONTROL APPLICATIONS

In this section, we present a set of example applications of experimental relevance for spin and transmon qubits. The first application demonstrates the importance of cost functions suppressing intermediate occupation of higher-lying states during time evolution, as well as cost functions accounting for realistic pulse shaping capabilities. In a second application, we show how the cost function $C_6$ can yield high-fidelity state transfer within a reduced time interval. Third, we discuss the application of Schrödinger-cat state preparation – an example from the context of quantum optics and of significant interest in recent schemes aiming at quantum information processing based on such states [56, 88, 125]. This application combines considerable system size with a large number of time steps, and utilizes most of the cost functions discussed in Section 3.4. In the fourth application, we demonstrate the algorithm performance in finding optimal solutions for GHZ state preparation and implementation of a Hadamard transform gate in a chain of qubits with a variable number of qubits. We use either the Adam [67] or L-BFGS-B optimization algorithm [21] for pulse optimization, and achieve a minimum fidelity of 99.9% in all transmon examples.

6.1 Transmon and spin applications

6.1.1 CNOT gate for two transmon qubits

In the first example, we study realization of a 2-qubit CNOT gate in a system of two coupled, weakly anharmonic transmon qubits. For each transmon qubit ($j = 1, 2$) [71], we take into account the lowest two states spanning the qubit computational space, as well as the next three higher levels. The system Hamiltonian, including the control fields
\{\Omega_{x1}(t), \Omega_{x2}(t), \Omega_{z2}(t)\}, then reads

\[ H(t) = \sum_{j=1,2} \left[ \omega_j b_j \dagger b_j + \frac{i}{2} \alpha_j b_j \dagger b_j (b_j \dagger b_j - 1) \right] \]

\[ + J(b_1 + b_1 \dagger)(b_2 + b_2 \dagger) \]

\[ + \Omega_{x1}(t)(b_1 + b_1 \dagger) + \Omega_{x2}(t)(b_2 + b_2 \dagger) + \Omega_{z2}(t)b_2 \dagger b_2. \]

Here, the ladder operators \( b_j \), and \( b_j \dagger \) are truncated at the appropriate level. (The qubit frequencies \( \omega_j/2\pi \) are chosen as 3.5 and 3.9 GHz, respectively; both transmons have an anharmonicity of \( \alpha/2\pi = -225 \) MHz; and the qubit-qubit coupling strength used in the simulation is \( J/2\pi = 100 \) MHz.) Consistent with recent circuit QED experiments utilizing classical drives as well as parametric modulation, we investigate control fields acting on \( H_{x1} = b_1 + b_1 \dagger, H_{x2} = b_2 + b_2 \dagger \), and \( H_{z2} = b_2 \dagger b_2 \).

We next optimize control fields for the realization of a CNOT gate, with transmon qubit \( j = 1 \) acting as the control qubit. Our control-field optimization reaches a prescribed fidelity of 99.9% for a 10 ns gate duration in all cases, as seen in Fig. 6.1. Results shown in Fig. 6.1(a) are obtained with the standard target-gate infidelity cost function \( (C_1) \) only. It is evident that the solution encounters two issues: the occupation of the 3rd and 4th excited transmon level (“forbidden”) is significant, and control fields are polluted by high-frequency components. Including a cost function contribution of type \( C_5 \) succeeds in strongly suppressing occupation of higher levels, see Fig. 6.1(b). This both reduces exposure to increased relaxation rates and ensures that the evolution is minimally influenced by our numerical truncation of Hilbert space. In the final improvement step, shown in Fig. 6.1(c), our optimization additionally suppresses excessive control amplitudes and derivatives via cost contributions of type \( C_3 \) and \( C_4 \). The inclusion of these terms in the overall cost lessens superfluous “noise” in the control signals, and also helps improve convergence of the algorithm – without reducing the achieved target-gate fidelity.
Figure 6.1: Control pulses and evolution of quantum state population for a CNOT gate acting on two transmon qubits, (a) only targeting the desired final unitary, (b) employing an additional cost function suppressing occupation of higher-lying states ($C_5$), and (c) including additional pulse-shape cost functions ($C_3, C_4$). Here, only the evolution of state $|11\rangle$ is shown, as the evolution of state $|11\rangle$ is most susceptible to the occupation of higher level states. In all three cases, the CNOT gate converged to a fidelity of 99.9%. The results differ in important details: in (a), both high-frequency “noise” on the control signals and significant occupation of “forbidden” states (3rd and 4th excited transmon level), shown as dashed red line, are visible throughout the evolution; in (b), forbidden-state occupation is suppressed at each time step during evolution; in (c), this suppression is maintained and all control signals are smoothened. The maximum occupation of forbidden states is reduced from $\sim 20\%$ in (a) to $\sim 3\%$ in (b) and (c). The population of “others” states (non- $|11\rangle$, $|10\rangle$ or ”forbidden”) is also shown for completeness. For demonstration purposes, all three examples use the same gate duration of 10 ns, despite being subject to different constraints. In practice, one would typically increase the gate time for a more constrained problem to achieve the best result in maximizing gate fidelity, minimizing forbidden state occupation, and achieving a realistic control signal.
6.1.2 Reducing duration of $|0\rangle$ to $|1\rangle$ state transfer

In this second example, we illustrate the use of cost function contributions (types $C_6, C_7$) in minimizing the time needed to perform a specific gate or prepare a desired state. To this end, we consider a two-level spin qubit ($\omega/2\pi$: 3.9 GHz). The system and control Hamiltonians combined are taken to be

$$H = \frac{\omega}{2}\sigma_z + \Omega(t)\sigma_x.$$  \hfill (6.2)

We allow for a control field acting on the qubit $\sigma_x$ degree of freedom, and constrain the maximum control-field strength $\Omega_{\text{max}}/2\pi$ to 300 MHz. When the evolution time needed to perform the state transfer is fixed (rather than subject to optimization itself), we observe that control fields generically spread across the prescribed gate duration time. The desired target
Figure 6.3: Cat state generation. Control pulse, state evolution in Fock basis, and Wigner function tomography of the cavity evolution. Photonic cat state generation is shown as a test of state transfer, challenging the quantum control algorithm with a system of considerable size, large number of required time steps, and inclusion of multiple types of cost function. The desired Schrödinger cat state in the resonator is created indirectly, by applying control fields to a transmon qubit coupled to the resonator, and reached within a prescribed evolution time of 40 ns with a fidelity of 99.9%. (Note that occupation of transmon level 4, 5, 6 remains too small to be visible in the graph.)

state is realized only at the very end of the allowed gate duration. When we incorporate a $C_6$ or $C_7$-type cost contribution, the optimal control algorithm also aims to minimize the overall gate duration, so as to realize the target unitary or state in as short a time as possible, given other active constraints. In our example, this reduces the time for a state transfer from 3 ns to less than 1.5 ns, see Fig. 6.2. We note that it is further possible to adaptively change the overall simulation time during optimization. For instance, if further optimization was desired in the case of Fig. 6.2(b), then the simulation time interval could be adaptively reduced to $\sim 1.5$ ns – resulting in a significant cutback in overall computation time.
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6.1.3 Generating photonic Schrödinger cat states

As an example of quantum state transfer, we employ our optimal control algorithm to the task of generating a photonic Schrödinger-cat state. The system we consider to this end is a realistic, and recently studied [88, 125] circuit QED setup, consisting of a transmon qubit capacitively coupled to a three-dimensional microwave cavity. External control fields are restricted to the qubit. Working in a truncated subspace for the transmon (limiting ourselves to levels with energies well below the maximum of the cosine potential), the full Hamiltonian describing the system is

\[
H(t) = \omega_q b^\dagger b + \frac{1}{2} \alpha b^\dagger b(b^\dagger b - 1) + \omega_r a^\dagger a \\
+ g(a + a^\dagger)(b + b^\dagger) + \Omega_x(t)(b + b^\dagger) + \Omega_z(t)b^\dagger b
\]  

(6.3)

Here, \( a \) and \( b \) are the usual lowering operators for photon number and transmon excitation number, respectively. The frequencies \( \omega_q/2\pi = 3.5 \text{ GHz} \) and \( \alpha/2\pi = -225 \text{ MHz} \) denote the transmon 0-1 splitting and its anharmonicity. The frequency of the relevant cavity mode is taken to be \( \omega_r/2\pi = 3.9 \text{ GHz} \). Qubit and cavity are coupled, with a strength parameterized by \( g/2\pi = 100 \text{ MHz} \). In our simulation, the overall dimension is \( 154 = (7 \text{ transmon levels}) \times (22 \text{ resonator levels}) \). Note that the rotating wave approximation is not applied in order to reflect the capabilities of modern arbitrary waveform generation.

The state-transfer task at hand, now, is to drive the joint system from the zero-excitation state \( |0\rangle_q \otimes |0\rangle_r \) (the ground state if counter-rotating terms in the coupling are neglected) to the photonic cat state \( |0\rangle_q \otimes |\text{cat}\rangle_r \). Here, the cat state in the resonator corresponds to a superposition of two diametrically displaced coherent states: \( |\text{cat}\rangle_r = \frac{1}{\sqrt{2}}(|\lambda\rangle + |-\lambda\rangle) \). Coherent states are defined in the usual way as normalized eigenstates of the photon annihilation operator \( a \), and correspond to displaced vacuum states \( |\lambda\rangle = e^{-|\lambda|^2/2}e^{\lambda a^\dagger}|0\rangle \). The cat state \( |\text{cat}\rangle_r \) is approximately normalized for sufficiently large \( \lambda \). As our concrete target state,
we choose a cat state with amplitude \( \lambda = 2 \) (normalization error of \( \sim 0.03\% \)). The state transfer is to be implemented by control fields \( \Omega_x(t) \) and \( \Omega_z(t) \) acting on the transverse and longitudinal qubit degrees of freedom, \( H_x = (b + b^\dagger) \) and \( H_z = b^\dagger b \), respectively. Matching experimental realizations of multi-mode cavity QED systems [87], we do not allow for any direct control of the cavity degrees of freedom.

This state-transfer problem provides an excellent test for an optimal control algorithm. It incorporates the simultaneous challenges of a large number of time steps (8,000), a considerable evolution time (40 ns), and the application of most of the cost functions we discussed in Sect. 3.4 and summarized in Table 3.1. Specifically, in addition to minimizing the target state infidelity (\( C_2 \)), we penalize occupation of transmon levels 3 to 6 and cavity levels 20 and 21 (\( C_5 \)) to avoid artifacts from truncation, and penalize control variations (\( C_4 \))\(^1\). Results from the optimization are presented in Fig. 6.3, which shows the control-field sequence, as well as the induced state evolution. At the end of the 40 ns time interval, the control fields generate the desired cat state with a fidelity of 99.9%. The maximum populations at the truncation levels of transmon and cavity are \( \sim 6 \times 10^{-6} \) and \( \sim 7 \times 10^{-10} \), respectively. We independently confirm convergence with respect to truncation by simulating the obtained optimized pulse for enlarged Hilbert space (8 transmon and 23 cavity levels), and find that the evolution continues to reach the target state with 99.9% fidelity.

### 6.1.4 Hadamard transform and GHZ state preparation

We present a final set of examples illustrating the algorithm performance for increasing system size. To that end, we consider a coupled chain of \( N \) qubits, or spin-1/2 systems. We assume that all spins are on-resonance in the multiple-rotating frame. This system is

---

\(^1\) A cost function for reducing evolution time (\( C_7 \)) was not included in this example.
described by the Hamiltonian

\[ H(t) = \sum_{n=1}^{N} \left[ \Omega_x^{(n)}(t)\sigma_x^{(n)} + \Omega_y^{(n)}(t)\sigma_y^{(n)} + J\sigma_z^{(n)}\sigma_z^{(n+1)} \right], \]

(6.4)

where the coupling term is understood to be dropped for the final summand \((n = N)\). The qubit-qubit coupling strength is fixed to \(J/2\pi = 100\) MHz. Each qubit \((n)\) is controlled via fields \(\Omega_x^{(n)}\) and \(\Omega_y^{(n)}\), with a maximum allowed drive strength of \(\Omega_x^{(n)}/2\pi = 500\) MHz.

As a first optimization task, we search for control fields to implement the unitary realizing a Hadamard transform, commonly used in various quantum algorithms. The gate time we allow for the Hadamard transform is \((2N)\) ns, simulated with \(10N\) time steps. Figure 6.4(a) shows the number of iterations and wall-clock time required to converge to the desired 99.9% process fidelity. For the same spin-chain system, we have also employed our code to optimize control fields for transferring the system ground state to a maximally entangled GHZ state. The overall time and time steps we allow for the GHZ state preparation is identical to that used for the Hadamard transform gate. Figure 6.4(b) shows the number of iterations necessary and the total wall-clock time spent for reaching convergence to a result with 99.9% state fidelity. For both examples, we employed computation on either CPU or GPU, depending which one is faster. (This performance benchmarking data was shown in Section 5.4). We note that, when using a modest desktop PC with a graphics card, optimal control problems for small Hilbert space size converge within seconds. For a 10-qubit Hadamard gate (Hilbert space dimension of 1,024) or 11-qubit GHZ state (Hilbert space dimension of 2048), it takes \(\sim\)1 day to obtain a solution meeting the 99.9% fidelity threshold. The total wall-clock time could likely have been reduced significantly by appropriate choice of optimizer and/or initial control fields. In the case of a spin-chain system, like many quantum information systems, as the number of elements increase, not only does the Hilbert space grow exponentially, the number of control fields and the required number of time steps also get larger. This further increases the complexity of the problem.
Figure 6.4: Performance of optimal control algorithm as a function of qubit number for (a) a Hadamard transform gate, and (b) GHZ state preparation. As system size increases, total time and number of iterations for the algorithm grow rapidly. The larger number of control parameters and complexity of the target state add to the challenge of quantum optimal control for systems with many degrees of freedom.
6.2 Protected qubits applications

6.2.1 Fluxonium gates

As discussed in section 2.5, the heavy fluxonium combines strong Josephson non-linearity with $T_1$ protection due to disjoint support of its lowest-lying localized wave functions. The protection granted by disjoint state support, however, also complicates the realization of universal gate operations by means of external microwave pulses: matrix elements for direct transitions between disjoint-support states remain exponentially suppressed. In this section, we show that optimal control algorithms can nevertheless yield efficient protocols for a universal gate set. Such protocols necessitate involvement of higher qubit levels, and we carefully evaluate fidelity limitations arising from temporary occupation of these states.

Experimentally, gates for heavy fluxonium have been realized by driving Raman transitions [127, 35], which utilize intermediary higher-energy states to assist indirect transitions between the protected states. We will demonstrate a similar approach, exploiting the availability of intermediary state transitions using optimal control theory. The optimal-control formalism offers greater flexibility in terms of pulse shape, and yields fast, high-fidelity single-qubit gates with gate times below 100 ns and fidelities exceeding 99.9%. We obtain optimized pulse shapes for $X$, $H$, and $T$ gates, thereby establishing a blueprint for realizing arbitrary single-qubit gate operations.

As typical in circuit QED [128, 8], each gate is realized by a microwave pulse applied to a transmission-line resonator which, in turn, is coupled to the qubit. The corresponding Hamiltonian for this driven, generalized Jaynes-Cummings model is

$$H_{JC} = \sum_l \epsilon_l |l\rangle\langle l| + \omega_r a^\dagger a + \sum_{l,l'} g_{ll'} |l\rangle\langle l'| (a^\dagger + a) + v(t)(a^\dagger + a),$$

where $\epsilon_l$, $|l\rangle$ are the fluxonium eigenenergies and eigenstates labeled by index $l$, and $\omega_r$ is the
resonator frequency. The relative coupling strengths are given by 
\[ g_{ll'} = g \langle l | n_\phi | l' \rangle, \]
where \( n_\phi \) is the fluxonium charge operator. Fluxonium eigenenergies and eigenstates are governed by the Hamiltonian \[85, 70\]
\[
H_f = 4E_Cn_\phi^2 + \frac{1}{2}E_L\phi^2 - E_J\cos(\phi + 2\pi\Phi_{\text{ext}}/\Phi_0),
\]
(6.6)
in which \( E_C, E_L, \) and \( E_J \) denote the capacitive, inductive, and Josephson energies, respectively. \( \Phi_{\text{ext}} \) is the external magnetic flux threading the loop formed by the junction and inductor. For the heavy-fluxonium qubit, we choose realistic device parameters \( E_C/h = 0.5 \text{ GHz} \), \( E_L/h = 0.25 \text{ GHz} \), and \( E_J/h = 4.0 \text{ GHz} \), and a flux working point slightly away from half-integer flux, \( \Phi_{\text{ext}} = 0.45\Phi_0 \). This places the system in the protected regime of nearly degenerate states \( |0\rangle \) and \( |1\rangle \) with disjoint support, see Fig. 6.5. (Operating the qubit away from the half-integer flux sweet spot increases sensitivity to dephasing from \( 1/\text{f} \) flux noise.)

Throughout this work, we focus on dispersive control of the qubit, in which the drive tone \( v(t) \) steers dynamics within the qubit subsystem, but leaves the resonator state essentially unchanged. This allows us to exclude the resonator subspace from explicit simulation within the optimal-control algorithm. We verified in a separate simulation that the resonator state is unaffected by the drive tone by checking that the resonator average photon number obeys \( \langle a^\dagger a \rangle \ll 1 \) during the gate. In the resulting driven-fluxonium Hamiltonian
\[
H(t) = H_f + V(t),
\]
(6.7)
we properly account for the fact that the drive on the qubit is filtered through the resonator. The dispersive coupling between qubit and resonator produces an effective drive on the qubit
Figure 6.5: First four fluxonium wave functions, slightly away from the flux sweet spot ($\Phi_{ext} = 0.45\Phi_0$). The two lowest-lying states $|0\rangle$ and $|1\rangle$ are localized and have practically disjoint support. The auxiliary states $|2\rangle$ and $|3\rangle$ delocalize over both potential wells and serve as intermediate states for quantum gates. Gates involving population transfer between $|0\rangle$ and $|1\rangle$ such as X or H gates utilize the delocalized states for transfer across the potential barrier.
of the form

\[
\hat{V}(t) = 2g\omega_r v(t) \sum_{l,l'} \frac{\langle l| \hat{n}_\phi |l'\rangle}{(\epsilon_l - \epsilon_{l'})^2 - \omega_r^2} |l\rangle \langle l'|,
\]

(6.8)

For our simulation, we consider a coupling strength and resonator frequency of \(g/2\pi = 300\) MHz and \(\omega_r/2\pi = 7.5\) GHz, respectively.

Single qubit gates

Using closed-system optimal control, we optimize the control pulse \(v(t)\) to realize three different single-qubit gates: the Pauli-X gate, Hadamard gate, and the T gate,

\[
X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \quad T = \begin{pmatrix} 1 & 0 \\ 0 & e^{-\pi/4} \end{pmatrix}.
\]

The latter two gates are known to form a universal set of single-qubit gates [93]. Optimization must balance two conflicting requirements: gate times \(t_g\) should be as short as possible to minimize the influence of dissipation and dephasing; at the same time, the maximum pulse amplitude \(\max |v(t)|\) must remain small enough to avoid population of the resonator with unwanted photons. We find that pulses with \(t_g\) on the order of a few tens of nanoseconds satisfy these conditions while also producing gates with high fidelities. In addition to the cost-functional contribution, quantifying the target-gate infidelity, we employ additional pulse-shaping cost contributions to limit the time derivatives and maximum amplitude of the pulse \(v(t)\). Suppressing the maximum amplitude ensures that occupation of the resonator with spurious photons is minimized. The cost on pulse derivatives helps eliminate unnecessary high-frequency components of \(v(t)\) and render the pulses as smooth as possible, which is important for experimental applications, since instruments generating these control fields have a finite impulse response.

The pulses we obtain have a gate duration of \(t_g = 60\) ns and closed system fidelities.
Figure 6.6: High-fidelity single-qubit gates for heavy fluxonium. (a) Optimized pulse shape $v(t)$ and its discrete Fourier transform $\tilde{v}(f)$ for the Pauli-X gate, achieving a gate fidelity of 99.94%. The Fourier transform exhibits distinct peaks that align with the transition frequencies among the involved levels (see inset). (b) Corresponding pulse data for the Hadamard gate with a fidelity of 99.933%. (c) Optimized pulse for the T-gate with 99.933% gate fidelity. The Fourier transform shows a single peak centered at the $|1\rangle \leftrightarrow |3\rangle$ transition, serving to induce the required phase shift of $\pi/4$ for state $|1\rangle$. 
> 99.9%. The panels of Fig. 6.6(a)–(c) show the pulse $v(t)$ in the time domain and its discrete Fourier transform $\tilde{v}(f)$ in the frequency domain. While interpreting GRAPE-optimized pulses is notoriously difficult, we note that general features of the three pulses and their frequency components can be given physical meaning. The Pauli-X and Hadamard gates both exhibit relatively well defined peaks in their Fourier spectra $\tilde{v}(f)$ which coincide with the relevant transition frequencies among the lowest four levels primarily involved in the performance of the gate operation, see inset in Fig. 6.6(a). Visual inspection of $v(t)$ further reveals the staggered application of different frequency components. The initial and final $\sim 5$ ns time windows are dominated by high-frequency components related to transferring the system from the $|0\rangle$, $|1\rangle$ subspace to the delocalized states $|2\rangle$, $|3\rangle$ (and back). The central time window between $t = 5$ ns and 55 ns shows involvement of the low-frequency components associated with the transfer between the intermediary states $|2\rangle$ and $|3\rangle$. The T-gate, by contrast, exhibits a Fourier spectrum $\tilde{v}(f)$ with only a single dominant frequency component corresponding to the $|1\rangle \leftrightarrow |3\rangle$ transition. This is plausible, since the T-gate does not necessitate population transfer across the potential well. The transition peak for $|1\rangle \leftrightarrow |3\rangle$ facilitates the needed $e^{i\pi/4}$ phase accumulation for the $|1\rangle$ state.

Further evidence for this interpretation is given by Fig. 6.7, showing the probabilities for occupying the various fluxonium eigenstates as a function of time. For the Pauli-X gate and the Hadamard gate, occupation probabilities $p_l(t) = |\langle l|\psi(t)\rangle|^2$ are obtained for the example of initial qubit state $|\psi(0)\rangle = |0\rangle$. As expected, the X-gate transfers population into the final state $|1\rangle$, while the H-gate takes $|0\rangle$ into an equal superposition of $|0\rangle$ and $|1\rangle$. Both of these gates rely on the auxiliary states $|2\rangle$ and $|3\rangle$ to transfer population between the qubit computational states. By contrast, the T-gate exhibits qualitatively dissimilar behavior since there is no need for state transfer across the fluxonium potential barrier. Instead, the much weaker control field only causes a small amount of intermediate population transfer from $|1\rangle$ to $|3\rangle$ for phase accumulation.
Figure 6.7: Time-evolution of state populations for 60 ns high-fidelity single-qubit gates. (a) The time-evolution of states involved in the X gate shows state transfer between the qubit computational states via the delocalized $|2⟩$ and $|3⟩$ states. (b) For the H gate, states are transferred into an (approximately) equal superposition of $|0⟩$ and $|1⟩$. (c) In the T gate, the $|1⟩$ state acquires an additional phase due to temporary state transfer into the $|3⟩$ state.

Figure 6.8: Controlled-Z gate for two heavy-fluxonium qubits with a gate duration of 60 ns. (a) Optimized pulse in the time and frequency domain, achieving a fidelity of 98.84%. Vertical black lines in the frequency spectrum mark transition frequencies depicted in (b). (c) Real part of the resulting unitary $U_f$ achieved by optimization, including levels $|0n⟩$ with $0 \leq n \leq 7$, $|10⟩$, and $|11⟩$.]
Controlled Z gate

A universal set of gates would not be complete without a controlled two-qubit gate. Here, we show a pulse optimized to activate a controlled-Z (CZ) gate using the same gate time \( t_g = 60 \) ns. Here, we consider two heavy fluxonium qubits that differ by the amount of magnetic flux threading them (all circuit parameters are identical to the ones used for the single qubit case). Each qubit is indirectly coupled to a shared resonator through a small capacitor. For our configuration we choose a target qubit with magnetic flux \( \Phi_{\text{ext}} = 0.45\Phi_0 \) and a control qubit with magnetic flux \( \Phi_{\text{ext}} = 0.475\Phi_0 \). The resulting Hamiltonian for such a configuration is given by

\[
H(t) = H_f^{(1)} + H_f^{(2)} + H^{(1,2)}(1, 2) + V^{(1)}(t) + V^{(2)}(t). \tag{6.9}
\]

This equation is similar to equation (6.7), where \( H_f^{(i)} \) is the Hamiltonian for the \( i \)th device \((i = 1, 2)\) and \( V^{(i)}(t) \) is the dispersively filtered drive acting on each, in the form given in equation (6.8). Due to coupling to a shared resonator, there is an effective coupling \( H^{(1,2)} \) between the two devices.

The optimization yields a pulse that activates a CZ gate shown in Fig. 6.8(a). We obtain a gate fidelity of 98.837\%. We use a truncated Hilbert space dimension of 8 for each qubit. Fig. 6.8(b) depicts the final unitary matrix \( U_f \) achieved in the optimization. It is given in the product basis \( |mn\rangle \), with \( m \) and \( n \) labeling control and target qubit levels respectively. The relevant \( 4 \times 4 \) computational subspace \( \{ |00\rangle, |01\rangle, |10\rangle, |11\rangle \} \), marked by dashed rectangles, has the form expected for a controlled-Z unitary.

6.2.2 0-\( \pi \) gates

As explained in section 2.6, the 0-\( \pi \) device can combine exponential suppression of dephasing and relaxation due to wave function localization and ground state degeneracy. However
unlike heavy fluxonium, there are two major additional complications to consider. The first complication is the presence of disorder in the circuit components. Circuit disorder can lead to a spurious coupling to an additional harmonic degree of freedom \[32, 51\], the \(\zeta\) mode, which leads to unwanted loss of coherence. The second and most pressing complication is the uncontrollable amount of offset charge on the large circuit capacitors faced in experiment. This unpredictable offset charge makes it difficult to realize single qubit gates due to the heavy dependence of higher energy eigenstates on it. Transitions into high energy states are essential to realizing gates. Fig. 6.9 shows the dependence of a selection of matrix elements on the value of the offset charge. We see that some higher-level matrix elements have a significant dependence on \(n_g\) and hence we will incorporate that into our optimization.

In running optimal control we choose an “optimistic” parameter set that allows for an appropriate amount of qubit protection but also may be realized in future experiments. The parameter set was obtained from ref. \[51\] in Table 1. They are \(E_L = E_C = 40\) MHz, \(E_J = 10\) GHz, and \(E_CJ = 20\) GHz. The eigenspectrum as a function of external flux is given in Fig. 6.10 along with the device eigenstate wave functions that are used as qubit and auxiliary states. The qubit states are localized along the \(\theta = 0\) and \(\theta = \pi\) axes so we denote the logical states by \(|0\rangle\) and \(|\pi\rangle\).

While the 0-\(\pi\) qubit exhibits intrinsic protection from decoherence in this parameter regime, like heavy fluxonium this protection inadvertently prevents us from driving direct transitions between the two qubit states (\(|0\rangle\) and \(|\pi\rangle\)). In the work of ref. \[101\], the authors perform operations between these two states indirectly via a square pulse which drives transitions into intermediate higher excited levels, optimizing over the pulse amplitude and gate time. They achieve different single qubit gates (X, H and Z) by tuning device parameters. However, tuning device parameters in situ is experimentally challenging, so performing universal gates on \(|0\rangle\) and \(|\pi\rangle\) may be easier met by tuning the shape of an external drive acting on an ancillary resonator. Employing optimal control to find the correct pulse shape for each
Figure 6.9: 0-\(\pi\) charge matrix elements with respect to \(\theta\) variable vs. offset charge \(n_g\). Transition matrix elements show a much greater dependence on offset charge for transitions between delocalized high energy states. This is a critical issue for optimal control since \(n_g\) is not a fixed parameter.
desired gate gives us much more optimization flexibility than optimizing over amplitude and
gate time alone. Let us now consider our optimal control scheme where there is no circuit
disorder present, focusing solely on the complication of unconstrained offset charge. Offset
charge \( n_g \) appears in the 0-\( \pi \) Hamiltonian as an external parameter in the kinetic term for
the periodic degree of freedom \( \theta, q_\theta^2/2C_\theta \rightarrow (q_\theta - n_g)^2/2C_\theta \). Together, the drift and control
Hamiltonian for 0-\( \pi \) has a similar form to the heavy fluxonium case in the previous section

\[
H(t, n_g) = H_{0-\pi}(n_g) + V(t).
\] (6.10)

The control Hamiltonian \( V(t) \) takes the form of equation (6.8) only with \( n_\phi \) replaced by \( n_\theta \). This drive is thus filtered through an ancillary resonator as before.

The unpredictable dependence on offset charge \( n_g \) requires some modification of closed-
system optimal control. Rather than choosing a fixed drift and control Hamiltonian for
optimization, we choose a drift and control Hamiltonian randomly from different values of
\( n_g \) in every iteration. A different fidelity for each value of \( n_g \) is obtained, but with careful
tuning of cost-function weights, these differences are small and the fidelity is nearly constant
for all values. We obtain a pulse that is optimized over all values of offset charge that yields
some average fidelity \( F_{\text{avg}} \).

In Fig. 6.11 we present pulses optimized using closed-system optimal control for three
single qubit 0-\( \pi \) gates X, H, and T, using the same gate time \( t_g = 60 \text{ ns} \). Average gate
fidelities range from 98.63% for the X gate, to 99.35% for the H gate, and to over 99.9% for
the T gate. The lower average fidelities for the X and H gates can be attributed to the heavy
dependence on \( n_g \) of the transition matrix elements \( (n_g)_{ll'} \) between high energy unlocalized
states (see Fig. 6.10(b)). Pulses for X and H gates require the qubit to occupy these high
energy auxiliary states temporarily, causing optimizations for different \( n_g \) to compete more.
A high fidelity pulse for \( n_g = 0.5 \) is likely to yield a low fidelity for \( n_g = 0 \), therefore a lower
overall average fidelity would serve as a compromise between the two extremes. Fig. 6.11
Figure 6.10: $0-\pi$ energy vs. $\Phi_{\text{ext}}$, the $0-\pi$ eigenfunctions $|0\rangle$, $|1\rangle$, $|13\rangle$, $|14\rangle$, and $0-\pi$ charge matrix elements with respect to $\theta$ variable vs. offset charge $n_g$. The bottom two eigenfunctions shown, used as qubit states, are localized and near degenerate at $\Phi_{\text{ext}} = 0$ with parameters $E_L = E_C = 40$ MHz, $E_J = 10$ GHz, and $E_{CJ} = 20$ GHz. The top two eigenfunctions shown are delocalized high energy states that occupy both potential wells. They serve as two auxiliary states to carry out our gates.
Figure 6.11: Optimized pulses for single qubit 0-π gates and pulse fidelities vs. offset charge. a) Control pulse \( v(t) \) that activates a qubit flip (X) has three distinct roughly equally spaced regions: 0-5, 5-55, and 55-60 ns. The first and last regions propel the qubit in and out of one of the potential wells and the middle region steers it through the high energy delocalized states. Pulse fidelity variations over offset charge are revealed to be small compared to the average fidelity. This was intended since we want our pulses to be insensitive as possible to changes in offset charge. The red dashed line indicates the average fidelity. b) and c) These pulses are the corresponding ones for the H and T gates.

shows that variations in fidelity across \( n_g \) are small relative to the average, which renders the optimized pulse roughly insensitive to offset charge variations. Figure 6.12 (a-c) depict the eigenstate time-evolutions for each gate starting in the ground state. We see in Fig. 6.12 (a-b) for X and H respectively a clear transfer of population from one potential well (containing states \(|0\rangle, |2\rangle, & |6\rangle\)) to the other (containing states \(|1\rangle, |3\rangle, & |7\rangle\)). High energy auxiliary states are occupied in the middle of the gate which primarily include states \(|10\rangle, |11\rangle, |13\rangle, \) and \(|14\rangle\). Figure 6.12 (d-f) reveal how high in energy the qubit ventures by showing the average eigenstate number and the fluctuations about the average. We plot the evolution of the total 0-π wave-function starting in the ground state for the Hadamard gate pulse in Fig. 6.12 (g) to further illustrate the utility of our pulses.
Figure 6.12: 0-π eigenstate and average eigenstate number time-evolution at $n_g = 0$ for X, H, and T gates. Equally spaced time snapshots of 0-π wave function for our Hadamard gate.
We will now address the concern of the effects of circuit disorder on the device - in particular disorder in the large capacitor $C$ and inductor $L$ which leads to spurious coupling to a harmonic degree of freedom. This degree of freedom $\zeta$ corresponds to a harmonic oscillator mode with mode frequency $\Omega_\zeta/2\pi$ \cite{32}. The resulting Hamiltonian reads

$$H(t) = H_{0-\pi} + \Omega_\zeta a^\dagger a + \sum_{l,l'} (\kappa_{ll'} |l\rangle\langle l'| a + \text{h.c.}),$$  \hspace{1cm} (6.11)$$

where $|l\rangle$ are 0-\pi eigenstates corresponding to energy $E_l$ and $\kappa_{ll'} = \kappa^{\phi}_{ll'} + i\kappa^{\theta}_{ll'}$ are coupling strengths defined by

$$\kappa^{\theta}_{ll'} = E_{C_\Sigma} (dC/2) (32E_L/E_C)^{1/4} \langle l|n_\theta|l'\rangle, \hspace{1cm} (6.12)$$

$$\kappa^{\phi}_{ll'} = \frac{1}{2} E_L dE_L (8E_C/E_L)^{1/4} \langle l|n_\phi|l'\rangle. \hspace{1cm} (6.13)$$

Here, we take the disorder in the inductor and capacitor to be 5%, $dL = dC = 0.05$. The addition of disorder requires us to incorporate an additional component to the drive. A drive on the $\theta$ degree of freedom also spuriously drives the zeta mode. As a result, rather than the drive coupling to just $n_\theta$, the drive couples to the modified operator

$$n_\theta \rightarrow n_\theta - \beta n_\zeta,$$  \hspace{1cm} (6.14)$$

in which $n_\zeta$ is the momentum operator of the zeta mode and $\beta = C dC/C_\zeta$ (refer to ref. \cite{101} - appendix A for derivation). We take $C_\zeta \approx 2C$, so $\beta \approx dC/2 = 0.025$ in our simulations.

Utilizing the pulses optimized using our closed-system optimizer shown in Fig. 6.11, we evolved the 0-\pi + $\zeta$-mode system with the Schrödinger equation and calculated the resulting average gate fidelities for X, H, and T. The resulting average fidelities for disordered 0-\pi were 97.40% for X, 98.81% for H, and 99.99% for T. These all constitute reductions in fidelity from the non-disordered case. These reductions are most likely due to the small amount
of 0-π state dressing due to ζ-mode coupling and the corresponding changes to the device eigenspectrum. Since Ω_ζ is much less than the energy splitting between different 0-π states, our pulses did not populate the ζ-mode to any appreciable amount, otherwise we could have expected the average fidelities to be much less. In the future, it may be a viable option to further refine our pulses using optimal control to correct for the loss due to ζ-mode. However this will require a significantly larger amount of computational overhead due to larger Hilbert space.

Lastly, the presence of the ζ-mode may open up an unwanted decoherence channel that is absent in the symmetric 0-π device. This channel can include shot-noise dephasing due to thermal excitations of the ζ-mode. However, the authors in ref. [101] proposed a method to cool the ζ-mode to its ground state using an additional frequency-tunable resonator, thereby enhancing its coherence time and eliminating unwanted shot-noise dephasing.
CHAPTER 7
OPEN-SYSTEM DYNAMICS

7.1 Introduction

Including the effects of dissipation and dephasing on quantum systems requires the simulation of open dynamics. Typically, this can be described by a Markovian Lindblad master equation [17]. A key difference between open and closed dynamics is that the open case propagates the quantum state as a density matrix instead of a state vector. Most of the working closed-system algorithms can be generalized to the open case but would have to propagate density matrices of dimension $d^2$ instead of state vectors of dimension $d$, where $d$ is the system Hilbert space dimension. Open-system optimization algorithms include open versions of GRAPE [66] and Krotov’s methods [75]. Algorithms using density matrices to represent the quantum state were successfully used in some applications of small system size [50, 118, 24, 60]. While traditional propagation requires matrix multiplications and exponentials of superoperators of dimension $d^2 \times d^2$, some more recent approaches rely on propagating the density matrix through different integration methods [53, 45, 15]. Notwithstanding the achieved improvements, these techniques are still based on storing and propagating matrices of size at least $d \times d$. In addition, propagation is generally implemented via complex integration techniques. Most of the applications demonstrated with these techniques were limited to moderate Hilbert space sizes.

A useful alternative for simulating the dynamics of open quantum systems is to employ quantum trajectories. Quantum trajectories describe the effect of the environment on the system by a stochastic Schrödinger equation (SSE). This SSE governs how the evolution of the system is conditioned on the measurement processes of the environment [17, 133]. The average over many trajectories reproduces the master equation solution. Trajectories offer a promising memory-efficient approach to open optimal control since generating every
trajectory requires only sparse matrix-vector propagation. Recently, the use of trajectories has been proposed in Krotov-based optimization [47] for a specific choice of optimization target. However, there has been little work on the use of quantum trajectories in direct gradient-based optimal control, since the stochastic nature of trajectories makes it difficult to provide analytical forms of gradients for gradient-based algorithms. In the following chapters, we will present a gradient-based trajectories optimizer that significantly reduces the simulation complexity and is flexible with respect to the choice of optimization targets. The optimizer relies on automatic differentiation to calculate the necessary gradients for optimization. In this chapter, we start by giving an overview of open-system dynamics and the standard open-system optimal control theory.

7.2 Lindblad master equation

7.2.1 Density matrices

The state of a quantum system can be represented by a density matrix $\rho$ which is generally a mixture of different initial orthonormal states $\{|\psi_i\rangle\}$ with probabilities $\{p_i\}$. Specifically, the density matrix is a hermitian matrix of dimension $d \times d$, defined as

$$\rho = \sum_i p_i |\psi_i\rangle \langle \psi_i|$$  \hspace{1cm} (7.1)

The density matrix has the following properties:

1. Normalization: $\text{Tr}(\rho) = \sum_i p_i = 1$.

2. Positivity: $\rho \geq 0$ since $p_i \geq 0$.

3. Hermiticity: $\rho = \rho^\dagger$.

If the density matrix satisfies the condition $\rho^2 = \rho$, this defines a pure density matrix. A pure density matrix can be represented as $\rho = |\psi_j\rangle \langle \psi_j|$, which is equivalent to describing
the system with the ket $|\psi_j\rangle$. In general, however, the system state may not be pure and hence cannot be described by a single ket.

The time evolution of density matrices in closed systems is governed by the von-Neumann equation that generalizes the Schrödinger equation to

$$\frac{\partial \rho(t)}{\partial t} = -i[H, \rho(t)] \quad (7.2)$$

### 7.2.2 Assumptions of the master equation

To include the effects of the quantum system interacting with its environment, we note that both share a density matrix in the combined Hilbert space of system + environment. The Hamiltonian of such an open system interacting with its environment takes the form

$$H_{\text{tot}} = H + H_{\text{env}} + H_{\text{int}}, \quad (7.3)$$

where $H$ is the Hamiltonian of the system of interest, $H_{\text{env}}$ the Hamiltonian of the environment and $H_{\text{int}}$ the corresponding interaction Hamiltonian. Therefore, one can utilize the von-Neumann equation for evolving the combined density matrix in time. However, as we are only interested in the state of the quantum system $\rho = \text{Tr}_{\text{env}}(\rho_{\text{tot}})$, it is desirable to obtain an approximate equation for the time evolution of just the reduced density matrix $\rho$.

The Lindblad master equation is one such equation that is widely used because its assumptions are reasonable for a variety of systems [17]. The first assumption is the weak coupling of the system to the environment which allows for treating the interaction perturbatively using the Born approximation. Next, the master equation assumes that the correlation times of the environment excitations are much smaller than the characteristic time scales of the quantum system. This allows the approximation of treating the dynamics of the system as Markovian. In Markovian dynamics, the time evolution of the reduced
density matrix only depends on the state at the current time and there is no need to know any past information about the system, i.e. the time evolution has no memory.

7.2.3 The master equation

Performing both approximations yields the final form of the Lindblad master equation

\[
\frac{\partial \rho}{\partial t} = -i[H, \rho] - \frac{1}{2} \sum_l \gamma_l [c_l^\dagger c_l \rho + \rho c_l^\dagger c_l - 2c_l \rho c_l^\dagger] = \mathcal{L}\rho. \tag{7.4}
\]

Here, \( \{c_l\} \) is a set of so-called jump operators, describing relaxation and dephasing emerging from the interaction with the environment, with associated rates \( \{\gamma_l\} \). \( \mathcal{L} \) denotes the Liouville superoperator and we have set \( \hbar = 1 \).

Following the evolution of open quantum systems requires propagation of the full \( d \times d \) density matrix. Numerically, this may be realized by expressing the density matrix as a vector and propagating it via matrix exponentials of the \( d^2 \times d^2 \) superoperator. As Hilbert space size increases, this process can require heavy computational resources in comparison to the closed-system dynamics governed by propagators of size \( d \times d \). In the next section, we discuss an alternative way for obtaining the open-system dynamics that is more similar to closed-system evolution.

7.3 Quantum trajectories

Quantum trajectories are sample paths obtained because of performing measurements on the system by the environment. To discuss the different valid measurement schemes the environment can perform on the system, we first explain what constitutes a valid quantum channel/map.
7.3.1 Quantum channels and generalized measurements

A quantum channel is a completely-positive trace-preserving (CPTP) map that preserves the positivity of the density matrix and also its normalization condition. One such CPTP map corresponds to a generalized measurement on the quantum system. A generalized measurement has \( k \) possible outcomes with \( k \) measurement operators \( \{A_i\} \). Depending on the individual measurement outcome, the density matrix is mapped to:

\[
\text{outcome } i: \quad \rho \rightarrow \frac{A_i \rho A_i^\dagger}{\text{Tr}(A_i \rho A_i^\dagger)} \quad (7.5)
\]

with probability

\[
p_i = \text{Tr}(A_i^\dagger A_i \rho). \quad (7.6)
\]

For the generalized measurement to qualify as a valid CPTP map, the probabilities must sum to 1 so that the trace of the resulting density matrix is preserved. Hence,

\[
\sum_i p_i = 1 \implies \sum_i \text{Tr}(A_i^\dagger A_i \rho) = 1 \implies \sum_i A_i^\dagger A_i = 1 \quad (7.7)
\]

The operators \( \{A_i\} \) are usually called the Kraus operators and they completely define the quantum channel/map \( \mathcal{M} \) via

\[
\mathcal{M}: \rho \rightarrow \sum_i A_i \rho A_i^\dagger \quad (7.8)
\]

7.3.2 Quantum jump trajectories

A quantum trajectory is realized as the state of the system is conditioned upon measurement results [133]. The simplest kind of quantum trajectories involves jumps, meaning that the evolution is discontinuously conditioned on measurements outcomes. To discuss this discontinuous conditioned evolution, we define a quantum channel (representing the measurement
process) that evolves the system infinitesimally from $\rho(t)$ to $\rho(t + \delta t)$, $\delta t \ll 1$. We know that for closed-system dynamics, the corresponding infinitesimal time evolution for state vectors is obtained by the propagator $U(t; t + \delta t) \approx 1 - iH\delta t$. Quantum jump trajectories assume a similar form for the infinitesimal evolution resulting from monitoring the system via the environment [133]. We define a first Kraus operator as

$$A_0 = 1 - iH\delta t - \frac{R}{2}\delta t,$$  \hspace{1cm} (7.9)

where $R$ is a Hermitian operator. To first order in $\delta t$

$$A_0^\dagger A_0 = 1 - R\delta t.$$ \hspace{1cm} (7.10)

If $R = 0$, no measurement takes place and we recover the von-Neumann dynamics. However, if $R \neq 0$, there must exist other Kraus operators that satisfy the condition

$$\sum_{i \neq 0} A_i^\dagger A_i = R\delta t.$$ \hspace{1cm} (7.11)

One choice for the other Kraus operators is defining $A_i = \sqrt{\gamma_i}\delta t c_i$ where $i \neq 0$ and $\{c_i\}$ are the jump operators defined in the Lindblad master equation. Hence, a valid quantum map is defined by the following Kraus measurement operators

$$A_i = \sqrt{\gamma_i}\delta t \ c_i, \quad i \neq 0$$

$$A_0 = 1 - (iH + \sum_i \gamma_i c_i^\dagger c_i)\delta t.$$ \hspace{1cm} (7.12)

The corresponding evolution of the density matrix follows equation (7.8)

$$\rho(t + \delta t) = [1 - (iH + \sum_l \gamma_l c_l^\dagger c_l)\delta t] \rho(t) [1 - (-iH + \sum_l \gamma_l c_l^\dagger c_l)\delta t] + \sum_l \gamma_l c_l \rho(t) c_l^\dagger \delta t.$$ \hspace{1cm} (7.13)
Keeping only terms of first order in $\delta t$, we recover the Lindblad master equation exactly. Therefore, quantum jump trajectories are equivalent to the master equation evolution.

The probability for any outcome $i \neq 0$ is given by

$$P_i = \delta t \gamma_i \text{Tr}(c_i^\dagger c_i \rho),$$

which is infinitesimal if $c_i^\dagger c_i$ is bounded as assumed in the master equation. Therefore, $P_0 = 1 - O(\delta t)$ is the more probable outcome at all infinitesimal time intervals. Hence, the measurement outcome corresponding to $A_i$ is usually referred to as a null result. Measuring this null outcome is equivalent to (unnormalized) propagation with an effective non-Hermitian Hamiltonian $H_{\text{eff}} = H - \frac{i}{2} \sum_l \gamma_l c_l^\dagger c_l$. On the other hand, detecting one of the jump outcomes has an effective (unnormalized) evolution of multiplying the state vector by the jump operator.

Therefore, the open-system quantum dynamics can be obtained via a stochastic-sampling approach which simulates $m$ independent trajectories. Each trajectory undergoes dynamics of a complexity similar to that of a closed system, and thus only requires propagators of size $d \times d$ which helps reduce the computational cost. The generation of these trajectories in a simulation is summarized as follows [29]:

1. Discretize the total evolution time into small time steps $dt$.

2. Propagate the initial state $|\psi_0\rangle$ with the effective non-Hermitian Hamiltonian

$$H_{\text{eff}} = H - \frac{i}{2} \sum_l \gamma_l c_l^\dagger c_l.$$  

The norm $\|\psi(t)\|$ of the resulting state will decay over time.

3. Generate a uniformly-distributed random number $r \in [0, 1)$.

4. Keep propagating with $H_{\text{eff}}$ until $\|\psi(t)\|^2$ reaches $r$. Once reached, randomly select
one jump operator from \( \{ c_l \} \), according to probabilities \( \propto \langle \psi(t) | \gamma_l c_l^\dagger c_l | \psi(t) \rangle \). Apply the jump operator to the state, and normalize the result.

5. Repeat steps 3-4.

The expectation value of any Hermitian operator \( A \) can be obtained by averaging over a sufficient number \( M \) of trajectories,

\[
\langle A \rangle(t) = \text{Tr}[A \rho(t)] \approx \frac{1}{M} \sum_m \langle \psi_m(t) | A | \psi_m(t) \rangle
\]  

(7.16)

with statistical error \( \sigma_A \propto \frac{1}{\sqrt{M}} \) [47].

Using quantum trajectories to simulate the dynamics of open systems has several advantages. First, the complexity of computations is \( \mathcal{O}(M d^3) \) instead of \( \mathcal{O}(d^6) \) as would be needed to propagate the full density matrix. [Note: matrix multiplication of matrices of size \( d \times d \) is \( \mathcal{O}(d^3) \).] In addition, we can use the sparsity of matrices that typically arise in most quantum applications to significantly lower the complexity of matrix-vector multiplication to \( \mathcal{O}(d^2) \). Therefore, for large Hilbert space dimensions where \( M < d^3 \) (with \( d \propto 2^n \) growing exponentially with \( n \), the number of qubits), the use of quantum trajectories can significantly reduce the complexity. While \( M \) must be large enough to overcome the statistical noise in the trajectories outcomes, we will propose schemes to reach statistical convergence with a lower number of trajectories. In many practical cases, quantum jumps turn out to be rare. We propose a protocol that takes advantage of the rarity of jumps, and only requires computation of a smaller set of trajectories, hence reducing the complexity even further. In addition, quantum trajectories reduce the memory requirements for calculating the forward evolution, as superoperators are never stored in memory explicitly; only propagators of size \( d \times d \) are calculated instead. Finally, since trajectories are independent of each other, this method is also highly parallelizable. Different trajectories can be run on different computational nodes in parallel, thus reducing overall computation time.
To present how quantum trajectories can be used in optimal control, we first review the relevant gradient-based optimal-control techniques and cost functions in the next chapter.
8.1 Open-system fidelity definitions

We first review the different definitions of fidelities in open-system optimal control, since the fidelity constitutes our main maximization target.

8.1.1 State transfer fidelities

One important fidelity metric is concerned with transferring the system from one (or multiple) initial states to specific target state(s). If the target state is $\rho_t$ and the final state is $\rho_f$, the fidelity is defined by

$$F = (\text{Tr} \sqrt{\sqrt{\rho_t} \rho_f \sqrt{\rho_t}})^2.$$  \hspace{1cm} (8.1)

Since our target state is usually a pure state $\rho_t = |\psi_t\rangle \langle \psi_t|$, we have $\sqrt{\rho_t} = |\psi_t\rangle \langle \psi_t| = \rho_t$ and the definition reduces to

$$F = (\text{Tr} \sqrt{\rho_t \rho_f \rho_t})^2 = \text{Tr}(\rho_t^2 \rho_f) = \text{Tr}(\rho_t \rho_f).$$  \hspace{1cm} (8.2)

Next, we will discuss definitions for gate-fidelities in open quantum systems.

8.1.2 Consistent open-system fidelity metric $F_o$

It is important to consider the effects of dissipation on optimized gates. Therefore, it is desirable to define an open-system fidelity measure that reduces to the same fidelity expression in the case of treating the system as closed. This allows for a consistent way of comparing fidelities between open and closed system dynamics.

To define our metric, we first introduce a vectorization technique to density matrices. In this technique, we stack the rows of the density matrix $\rho$ (n by n) into a vector $|\rho\rangle$(n^2 by
1) such that

\[
\rho = \sum_{ij} \rho_{ij} |i\rangle \langle j| \rightarrow |\rho\rangle \rangle = \sum_{ij} \rho_{ij} |i\rangle |j\rangle , \langle \langle \rho| = \sum_{ij} \rho^*_{ij} |j\rangle \langle i| .
\] (8.3)

Then we can write the evolution of the system density matrix \( \rho \) in terms of a superoperator \( L \) (\( n^2 \) by \( n^2 \)) as

\[
L |\rho(0)\rangle \rangle = |\rho(t)\rangle \rangle .
\] (8.4)

We propose the use of the following measure for the open-system gate fidelity

\[
F_o = \frac{1}{n^2} \text{Tr}(L^\dagger t L_f),
\] (8.5)

where \( L_t \) is the target superoperator and \( L_f \) is the final achieved superoperator.

This metric reduces to the expression of the closed-system trace fidelity \( F_c = |\text{Tr}(U^\dagger t U_f / n)|^2 \) if dissipation is ignored. To prove this, we first describe the action on vectorized states equivalent to matrix multiplication from the right and left on \( \rho \),

\[
A \rho = \sum_{ij} \rho_{ij} A |i\rangle \langle j| \rightarrow A |\rho\rangle \rangle = \sum_{ij} \rho_{ij} A |i\rangle |j\rangle = A \otimes I |\rho\rangle \rangle ,
\] (8.6)

\[
\rho B = \sum_{ij} \rho_{ij} |i\rangle \langle j| B \rightarrow B |\rho\rangle \rangle = \sum_{ij} \rho_{ij} |i\rangle B^T |j\rangle = I \otimes B^T |\rho\rangle \rangle .
\] (8.7)

In the case of closed dynamics, the system density matrix is a pure state \( |\psi\rangle \langle \psi| \) and therefore the action of the superoperator will reduce to

\[
L_c \rho = L_c |\psi\rangle \langle \psi| = U |\psi\rangle \langle \psi| U^\dagger = U \rho U^\dagger ,
\] (8.8)

where \( U \) is the closed dynamics propagator. In the vectorized picture, the action of \( L_c \)
becomes

\[ L_c \rho = U \rho U^\dagger \rightarrow L_c \left| \rho \right\rangle \rangle = U \otimes U^* \left| \rho \right\rangle \rangle. \]  

(8.9)

Therefore, to calculate \( F_o \) in that case, we can write

\[ F_o = \frac{1}{n^2} \text{Tr}(U_t^\dagger U_f \otimes U_t^T U_f^*) = \frac{1}{n^2} |\text{Tr}(U_t^\dagger U_f)|^2 = F_c, \]  

(8.10)

which reduces exactly to the closed-system gate fidelity, thus generating consistency of open and closed-system fidelities.

### 8.1.3 Relation between average gate fidelity and \( F_o \) for single-qubit gates

Another common metric for open-system gate fidelities is the average gate fidelity defined by averaging state transfer fidelities over all pure input states

\[ \bar{F} = \frac{1}{4\pi} \int F|\psi\rangle \langle\psi| \, d\Omega, \]  

(8.11)

where \( F|\psi\rangle \langle\psi| \) is the state transfer fidelity defined as

\[ F|\psi\rangle \langle\psi| = \text{Tr}(U_t|\psi\rangle \langle\psi| U_t^\dagger \mathcal{M}[|\psi\rangle \langle\psi|]), \]  

(8.12)

and \( \mathcal{M} \) is the CPTP map representing the master equation. Here, we investigate the relationship between our definition for the open-system fidelity \( F_o \) and the average gate fidelity \( \bar{F} \). From this point on, we restrict the discussion to single-qubit gates, \( n = 2 \).

Ref. [16] shows that \( \bar{F} \) can be calculated by expanding pure states into basis of Pauli matrices as

\[ \bar{F} = \text{Tr} \left( U_t \frac{\sigma_0}{2} U_t^\dagger \mathcal{M} \left[ \frac{\sigma_0}{2} \right] \right) + \frac{1}{3} \sum_{j=x,y,z} \text{Tr} \left( U_t \frac{\sigma_j}{2} U_t^\dagger \mathcal{M} \left[ \frac{\sigma_j}{2} \right] \right), \]  

(8.13)

where \( \{ \sigma_j \} \) are the three Pauli matrices and \( \sigma_0 \) is the identity matrix. The first term in
Equation (8.13) reduces to \( \frac{1}{2} \), and the average gate fidelity is finally expressed as

\[
\bar{F} = \frac{1}{2} + \frac{1}{12} \sum_{j=x,y,z} \text{Tr} \left( U_t \sigma_j U_t^\dagger M[\sigma_j] \right).
\] (8.14)

This expression shows that the average gate fidelity can be calculated as the sum of three state-transfer fidelities, as opposed to the continuous integral in the original definition. This simplifies the task of calculating \( \bar{F} \) as no superoperators are explicitly needed. We claim that \( F_o \) can be calculated in a very similar fashion.

Starting from the definition of \( F_o \) [equation (8.5)], we calculate the trace in the orthonormal basis of \( \{ \sigma_j / \sqrt{2} \} \) where \( j = 0, x, y, z \). (Note that since \( \text{Tr}(\rho_1 \rho_2) = \langle \rho_1 \mid \rho_2 \rangle \), we have \( \langle \sigma_i \mid \sigma_j \rangle = 2\delta_{ij} \).)

\[
F_o = \frac{1}{4} \sum_{j=0,x,y,z} \frac{1}{2} \langle \sigma_j L_t^\dagger L_f \sigma_j \rangle = \frac{1}{8} \sum_{j=0,x,y,z} \text{Tr} \left( U_t \sigma_j U_t^\dagger M[\sigma_j] \right) = \frac{1}{4} + \frac{1}{8} \sum_{j=x,y,z} \text{Tr} \left( U_t \sigma_j U_t^\dagger M[\sigma_j] \right),
\] (8.15)

which is indeed very similar to the expression for \( \bar{F} \). Comparing equations (8.14), (8.15), we conclude that the two fidelity measures can be obtained from one another via

\[
F_o = 3F - \frac{1}{2}, \quad \bar{F} = \frac{2}{3}F_o + \frac{1}{3}.
\] (8.16)

So, the same techniques and shortcuts used to calculate \( \bar{F} \) can be used to calculate \( F_o \) while \( F_o \) has the advantage of being consistent with the closed-system fidelity metric in the proper limit.

We note that ref. [102] describes the average gate fidelity for a closed-system optimization...
and reaches the final expression of

$$
\bar{F}_c = \frac{1}{n(n+1)}(|\text{Tr}(U_t^\dagger U_f)|^2 + n),
$$

(8.17)

where $n$ is the Hilbert space dimension. For $n = 2$, we get

$$
\bar{F}_c = \frac{1}{6}(|\text{Tr}(U_t^\dagger U_f)|^2 + 2) = \frac{2}{3}F_c + \frac{1}{3}.
$$

(8.18)

This result represents the special case of equation (8.16) when the system is taken to be closed. Our work shows that the result in ref. [102] could be generalized to the case of open-system dynamics.

### 8.1.4 Subspace gate fidelities

In many realistic scenarios, a single qubit is embedded in a bigger Hilbert space of a qudit ($n > 2$). Both the fluxonium and 0-π qubits have higher levels that are ultimately used to transfer the population between $|0\rangle$ and $|1\rangle$. In this section, we revisit definitions of fidelity to accommodate for embedding the qubit in a larger Hilbert space.

The definition of the closed-system trace fidelity can be altered such that the trace is only calculated for the relevant part of the dynamics:

$$
F_c = \frac{1}{4}|\text{Tr}(M_{\text{rel}})|^2,
$$

(8.19)

$$
M_{\text{rel}} = PU_t^\dagger U_f P,
$$

where $P$ is the projection operator onto the 2-dimensional qubit subspace.

Similarly for the closed-system average gate fidelity, ref. [102] shows that equation (8.17)
should be modified to

\[ \bar{F}_c = \frac{1}{n_{\text{rel}}(n_{\text{rel}} + 1)}(|\text{Tr}(M_{\text{rel}})|^2 + \text{Tr}(M_{\text{rel}}M_{\text{rel}}^\dagger)), \]  

(8.20)

where \( n_{\text{rel}} = 2 \) is the qubit subspace dimension.

Focusing on the second term, we get

\[ \text{Tr}(M_{\text{rel}}M_{\text{rel}}^\dagger) = \text{Tr}(PU_f^\dagger U_f PU_f^\dagger U_f P) = \sum_{i=0,1} \langle i | PU_f^\dagger U_f PU_f^\dagger U_f P | i \rangle \]

\[ = \sum_{i=0,1} \langle \psi_i | PU_f^\dagger | \psi_i \rangle = \text{Tr}(PU_f^\dagger PU_f^\dagger P), \]  

(8.21)

where in the second line, we used \( P^2 = P \). In the third line, we utilized the fact that the target unitary projected onto the qubit space will not leak into higher subspaces. Instead, it will act as a unitary transformation from the orthonormal basis of \( \{|0\rangle, |1\rangle\} \) to another complete orthonormal basis \( \{|\psi_0\rangle, |\psi_1\rangle\} \). Therefore, the second term in equation (8.20) is not necessarily equal to \( n_{\text{rel}} \) as \( M_{\text{rel}} \) can be non-unitary, if there is leakage into higher levels at the end of the gate.

Combining the new expressions for both \( F_c \) and \( \bar{F}_c \), we get

\[ \bar{F}_c = \frac{2}{3} F_c + \frac{1}{3} \left( \frac{1}{2} \text{Tr}(PU_f^\dagger PU_f^\dagger P) \right). \]  

(8.22)

The extension of this approach to the open-system fidelity \( F_o \) is similar where the super-operator product is projected first onto the qubit subspace.

\[ F_o = \frac{1}{4} \text{Tr}(PL_f^\dagger L_f P). \]  

(8.23)

However, expanding \( F_o \) into the Pauli matrices basis will not yield the same expression as before due to possible leakage into higher levels. Re-defining the Pauli matrices in the bigger
Hilbert space as

\[ \sigma_i' \equiv \sum_{j,k} (\sigma_i)_{jk} |j\rangle \langle k|, \]  

(8.24)

the fidelity takes the form

\[
F_o = \frac{1}{8} \sum_{j=0,x,y,z} \text{Tr} \left( U_t \sigma_j' U_t^\dagger M[\sigma_j'] \right) 
\]

\[
= \frac{1}{4} \text{Tr} \left( U_t \sigma_0' U_t^\dagger M \left[ \frac{\sigma_0'}{2} \right] \right) + \frac{1}{8} \sum_{j=x,y,z} \text{Tr} \left( U_t \sigma_j' U_t^\dagger M \left[ \sigma_j' \right] \right) 
\]

\[
= \frac{1}{4} \text{Tr} \left( \sigma_0' M \left[ \frac{\sigma_0'}{2} \right] \right) + \frac{1}{8} \sum_{j=x,y,z} \text{Tr} \left( U_t \sigma_j' U_t^\dagger M \left[ \sigma_j' \right] \right). 
\]

(8.25)

The first term will reduce to \( \frac{1}{4} \) only if \( M \left[ \frac{\sigma_0'}{2} \right] \) keeps the final density matrix in the qubit subspace.

Finally, the average gate fidelity in the open-system case as in equation (8.13) will be

\[
\bar{F} = \frac{1}{2} \text{Tr} \left( \sigma_0' M \left[ \frac{\sigma_0'}{2} \right] \right) + \frac{1}{12} \sum_{j=x,y,z} \text{Tr} \left( U_t \sigma_j' U_t^\dagger M \left[ \sigma_j' \right] \right), 
\]

(8.26)

which leads to the general relation between \( \bar{F} \) and \( F_o \):

\[
F_o = \frac{3}{2} \bar{F} - \frac{1}{2} \text{Tr} \left( \sigma_0' M \left[ \frac{\sigma_0'}{2} \right] \right) 
\]

\[
\bar{F} = \frac{2}{3} F_o + \frac{1}{3} \text{Tr} \left( \sigma_0' M \left[ \frac{\sigma_0'}{2} \right] \right) 
\]

(8.27)

This expression reduces to the relationship in equation (8.22) in the case of closed-system dynamics.
8.1.5 Calculating gate fidelities with quantum trajectories

Since the open-system optimizer we are proposing is based on quantum trajectories, the target fidelities need to be expressed in terms of initial pure states. In the case of a 2-dimensional qubit, ref. [16] proves that \( \bar{F} \) (and hence \( F_o = \frac{3}{2} \bar{F} - \frac{1}{2} \)) can indeed be expressed in terms of the average of four state-transfer fidelities of pure states as

\[
\bar{F} = \frac{1}{4} \sum_{j=1}^{4} \text{Tr} \left( U_t \rho_j U_t^\dagger \mathcal{M} [\rho_j] \right),
\]

(8.28)

where \( \rho_j = \frac{1}{2} (\sigma_0 + r_j \cdot \vec{\sigma}) \), \( r_1 = \frac{1}{\sqrt{3}} (1, 1, 1) \), \( r_2 = \frac{1}{\sqrt{3}} (-1, -1, 1) \), \( r_3 = \frac{1}{\sqrt{3}} (-1, 1, -1) \) and \( r_4 = \frac{1}{\sqrt{3}} (1, -1, -1) \). Therefore, if the qubit is not embedded in a bigger Hilbert space, both \( \bar{F} \) and \( F_o \) can be calculated by quantum trajectories. This calculation involves comparing the final state achieved in every trajectory with the corresponding target state for the four specified initial states.

\[
F = \frac{1}{4} \sum_{j=1}^{4} \text{Tr} \left( \langle \psi_{tj} | \psi_{tj} \rangle \cdot \mathcal{M} (| \psi_{j} \rangle \langle \psi_{j} |) \right) = \frac{1}{4m} \sum_{j=1}^{4} \sum_{m} | \langle \psi_{tj} | \psi_{fj} \rangle |^2,
\]

(8.29)

where \( m \) is the simulated number of trajectories for each initial state, \( | \psi_{tj} \rangle \) and \( | \psi_{fj} \rangle \) are the target and final states starting with initial state \( | \psi_{j} \rangle \), respectively.

Since the fluxonium and 0-\( \pi \) qubits have more than two levels, we need to consider the generalized case represented by equations (8.25) and (8.27). As shown, the expansion in Pauli matrices results in four terms. However, only the identity term differs from the \( n = 2 \) case. The three other terms can be calculated in a similar manner by averaging over the specific four initial states mentioned above. The full expression becomes

\[
\bar{F} = \frac{1}{4} \sum_{j=1}^{4} \text{Tr} \left( U_t \rho_j U_t^\dagger \mathcal{M} [\rho_j] \right) + \frac{1}{2} \left[ \text{Tr} \left( \sigma'_0 \mathcal{M} \left[ \frac{\sigma'_0}{2} \right] \right) - 1 \right],
\]

(8.30)
and

\[
F_o = \frac{3}{8} \sum_{j=1}^{4} \text{Tr} \left( U_t \rho_j U_t^\dagger \mathcal{M}[\rho_j] \right) + \frac{1}{4} \left[ \text{Tr} \left( \sigma'_0 \mathcal{M} \left[ \frac{\sigma'_0}{2} \right] \right) - 3 \right].
\] (8.31)

The first term in both expressions can be calculated with quantum trajectories using equation (8.29). Meanwhile, the second term can be expressed in the trajectories framework with the use of the following identity

\[
\text{Tr} \left( \sigma'_0 \mathcal{M} \left[ \frac{\sigma'_0}{2} \right] \right) = \text{Tr} \left( \sigma'_0 \mathcal{M} \left[ \frac{|0\rangle \langle 0| + |1\rangle \langle 1|}{2} \right] \right)
= \frac{1}{2m} \sum_{j=0,1} \sum_{\text{traj}} |\langle \psi_{fj} | P | \psi_{fj} \rangle|^2,
\] (8.32)

where \{|\psi_{f0}\rangle, |\psi_{f1}\rangle\} are the final trajectory states starting with initial states \{|0\rangle, |1\rangle\}.

In summary, we have shown that different gate fidelities in open quantum systems can be calculated as a linear superposition of a finite number of state-transfer fidelities. Therefore, we will focus on state-transfer fidelities and the algorithms that exist for calculating their gradients.

### 8.2 Open-system GRAPE

In standard optimal control theory, time evolution is discretized into \(N\) time steps of duration \(dt\) as discussed in section 3.2. During each time step \(j\), the Hamiltonian consists of adjustable control parameters \(u_{kj}\), assumed to be constants for each period \(dt\). These control parameters multiply a set of control Hamiltonians \(H_k\) which are added to the constant system Hamiltonian (the so-called drift Hamiltonian) \(H_0\),

\[
H_j \equiv H(j \, dt) = H_0 + \sum_k u_{kj} H_k.
\] (8.33)
This set of discretized Hamiltonians is used to propagate the initial state(s) at \( t = 0 \) towards the final state(s) at \( t = t_N \). In the case of open quantum dynamics, the standard way to perform such propagation is through Liouville superoperators \( \mathcal{L}_j \) which can be separated again into drift (including dissipation) and control superoperators as

\[
\mathcal{L}_j = \mathcal{L}_0 + \sum_k u_{kj} \mathcal{L}_k. \tag{8.34}
\]

The goal is to determine the optimal control parameters \( u_{kj} \) that minimize a certain cost function \( C \). Gradient descent algorithms can be utilized as long as gradients of \( C \) with respect to the control parameters \( u_{kj} \) can be calculated. For instance, an iterative approach may be used in which the control parameters are updated via

\[
u_{kj} \rightarrow u_{kj} - \epsilon \frac{\partial C}{\partial u_{kj}}, \tag{8.35}\]

where \( \epsilon \) is the update step size. Several algorithms exist to change \( \epsilon \) adaptively in every iteration for better convergence. More complex gradient descent methods such as ADAM [67] may also be utilized.

Now, we focus on the key cost function in the open case; the distance between the target density matrix \( \rho_T \) and the propagated density matrix \( \rho_N \) at the final \( N \)th time step. The corresponding infidelity cost function can be expressed as

\[
C = 1 - \text{Tr}[\rho_T \rho_N]. \tag{8.36}\]

The open-system GRAPE method [15] relies on calculating the analytical gradients \( \frac{\partial C}{\partial u_{kj}} \). For that purpose, consider the final density matrix \( \rho(T) \), obtained after \( N \)-fold application
of the propagation superoperators

$$\rho_N = \Lambda_N \Lambda_{N-1} \ldots \Lambda_1 \rho_0$$  \hspace{1cm} (8.37)

where the propagator at time step $j$ is

$$\Lambda_j = \exp(\mathcal{L}_j \ dt).$$  \hspace{1cm} (8.38)

The main approximation in the calculation of gradients in the most basic open-system GRAPE implementation comes from expressing the derivative of every $\Lambda_j$ to first order in $dt$ as

$$\frac{\partial \Lambda_j}{\partial u_{kj}} \approx dt \Lambda_j \mathcal{L}_k.$$  \hspace{1cm} (8.39)

which ignores higher-order terms that include commutators of $\Lambda_j$ and $\mathcal{L}_k$. Higher-order expansions with better accuracy have been considered [30]. as

$$\frac{\partial \Lambda_j}{\partial u_{kj}} = \Lambda_j \left[ -idt \mathcal{L}_k + \frac{(dt)^2}{2!}[\Lambda_j, \mathcal{L}_k] + \frac{i(dt)^3}{3!}[\Lambda_j, [\Lambda_j, \mathcal{L}_k]] + \ldots \right]$$  \hspace{1cm} (8.40)

Working to first order in $dt$, the analytical gradient in this case can be calculated to be

$$\frac{\partial C}{\partial u_{kj}} \approx i \ dt \ Tr(\lambda_j [H_k, \rho_j]),$$  \hspace{1cm} (8.41)

where $\rho_j = \rho(j \ dt) = \Lambda_j \Lambda_{j-1} \ldots \Lambda_1 \rho(0)$ is the initial density matrix propagated to time step $j$ and $\lambda_j = \Lambda_{j+1} \Lambda_{j+2} \ldots \Lambda_N \rho_T$ is the target density matrix backward-propagated to the same time step $j$.

Therefore, utilizing first-order GRAPE to optimize open quantum systems necessitates the calculation of $\rho_j$ and $\lambda_j$ at every time step $j$. This could be realized by propagating
both the initial and target density matrices using matrix exponentials of superoperators of dimension $d^2 \times d^2$. Hence, the simplest implementation of open-system GRAPE has all the computational and memory drawbacks discussed in section 7.1. Alternatively, direct integration for propagating density matrices [53, 45, 15] has been proposed to circumvent the need for calculating the $d^2 \times d^2$ superoperators. However, these techniques still necessitate the calculation and storing of matrices of size $d \times d$. Therefore, using quantum trajectories is a potential area of improvement for open-system GRAPE when the Hilbert space dimension is large.

However, extending gradient-based algorithms to deal with quantum trajectories is not entirely straightforward due to the randomness inherent in every time step of each trajectory, as we shall discuss next.

### 8.3 Direct gradients in quantum trajectories

Consider the problem of efficiently calculating analytical gradients for quantum trajectories by comparing with the case of closed-system GRAPE. Each quantum trajectory consists of the time evolution of a pure state which is described by a stochastic Schrödinger equation [133]. In this aspect, it resembles the closed-system evolution under the ordinary Schrödinger equation.

However, in the case of quantum trajectories, we note two main differences distinguishing quantum trajectories from the evolution of closed quantum systems. First, the propagation in every time step is no longer unitary due to the non-Hermitian part of $H_{\text{eff}}$, see Eq. (7.15). Second, quantum trajectories involve randomness due to the intermittent occurrence of quantum jumps. The propagation,

$$|\psi_N\rangle = \frac{M_N M_{N-1} \cdots M_1 |\psi(0)\rangle}{\|M_N M_{N-1} \cdots M_1 |\psi(0)\rangle\|}$$

(8.42)
is described using the non-unitary propagator

\[ M_j = \exp(-iH_j dt - \frac{dt}{2} \sum_l \gamma_l c_l^{\dagger} c_l) \] (8.43)

in the absence of a jump, or

\[ M_j = c_l, \] (8.44)

if a jump occurs in decoherence channel \( l \). Imitation of the cache-free gradient calculation via back-propagation of states will generally fail for quantum trajectories. Back-propagation cannot be achieved by \( M_j^{\dagger} \) anymore due to non-unitarity. Even worse, most realistic jump operators do not even have an inverse as they represent irreversible dynamical changes of the system, e.g., the decay of an excitation. This leads to the necessity of caching intermediate information during the numerical simulation and takes away an important advantage of using fully analytical forms of GRAPE.

Besides the need for caching, obtaining an analytically closed form for gradients is considerably more tedious for quantum trajectories than in the case of closed unitary evolution. In part, this is due to the need for explicit normalization of propagated states, see Eq. (8.42). Different from closed evolution, the final single-trajectory state \( |\psi_N\rangle \) now depends on the control parameters not only via the propagators \( M_j \) but also via the normalization factor \( F_N = \| M_N M_{N-1} \cdots M_1 |\psi(0)\rangle \| \) in the denominator of Eq. (8.42). As a result, gradients with respect to the control parameters thus require both \( \partial M_j / \partial u_{kj} \) and \( \partial F_N / \partial u_{kj} \). This makes it generally much more cumbersome to obtain analytical gradients and use them in an efficient way. We proceed to showing how the analytical gradients of the cost function

\[ C = 1 - |\langle \psi_T |\psi_N\rangle|^2 \] (8.45)

could be calculated in a quantum trajectory.
If we define
\[ F_j = \sqrt{\langle \psi(0) | M_1^\dagger \cdots M_j^\dagger M_j \cdots M_1 | \psi(0) \rangle} \] (8.46)
and \( Y = F^2 \) with \( F = F_N \), then the gradient in the case of no jump is

\[
\frac{\partial Y}{\partial u_{kj}} = \frac{\partial}{\partial u_{kj}} \langle \psi(0) | M_1^\dagger \cdots M_{N-1}^\dagger M_N^\dagger M_N M_{N-1} \cdots M_1 | \psi(0) \rangle = \\
 idt \langle \psi(0) | M_1^\dagger \cdots M_j^\dagger H_k \cdots M_N^\dagger M_N M_{N-1} \cdots M_1 | \psi(0) \rangle - \\
 - idt \langle \psi(0) | M_1^\dagger \cdots M_N^\dagger M_N \cdots H_k M_j \cdots M_1 | \psi(0) \rangle = \\
 + 2dt F_j \text{Im}(\langle \psi_N | M_N \cdots M_{j+1} H_k | \psi_j \rangle).
\] (8.47)

Hence,
\[
\frac{\partial (\frac{1}{F})}{\partial u_{kj}} = \frac{\partial (\frac{1}{F})}{\partial Y} \frac{\partial Y}{\partial u_{kj}} = - \frac{dt F_j \text{Im}(\langle \psi_N | M_N \cdots M_{j+1} H_k | \psi_j \rangle)}{F^2}.
\] (8.48)

Therefore, we can finally write the dependence of the final state \( |\psi_N\rangle \) on the control parameters as

\[
\frac{\partial |\psi_N\rangle}{\partial u_{kj}} = - \frac{dt F_j M_N M_{N-1} \cdots M_{j+1} H_k |\psi_j\rangle}{F} - \frac{dt F_j \text{Im}(\langle \psi_N | M_N \cdots M_{j+1} H_k | \psi_j \rangle)}{F} |\psi_N\rangle
\] (8.49)
Thus, if no jump happens at time step $j$, the gradient is

$$\frac{\partial C}{\partial u_{kj}} = -\langle \psi_T | \frac{\partial |\psi_N}\rangle \langle \psi_N | \psi_T \rangle - \langle \psi_T | \psi_N \rangle \frac{\partial \langle \psi_N |}{\partial u_{kj}} |\psi_T\rangle$$

$$= -\langle \psi_N | \psi_T \rangle \left[ \frac{-i dt F_j F_j M_N M_{N-1} \ldots M_{j+1} H_k |\psi_j\rangle}{F} - \frac{dt F_j \text{Im}(\langle \psi_N | M_N \ldots M_{j+1} H_k |\psi_j\rangle) |\psi_N\rangle}{F} \right]$$

$$- \langle \psi_T | \psi_N \rangle \left[ \frac{i dt F_j \langle \psi_j | H_k M_{j+1}^\dagger \ldots M_{N-1}^\dagger M_N^\dagger |\psi_j\rangle}{F} - \frac{dt F_j \text{Im}(\langle \psi_N | M_N \ldots M_{j+1} H_k |\psi_j\rangle) \langle \psi_N |}{F} \right] |\psi_T\rangle$$

$$= -\frac{2F_j dt}{F} \text{Im} \left[ \langle \psi_T | \left( \prod_{j' > j} M_{j'} \right) H_k |\psi_j\rangle \langle \psi_N | \psi_T \rangle \right] + (C - 1) \frac{dt F_j \text{Im}(\langle \psi_N | \left[ \prod_{j' > j} M_{j'} \right] H_k |\psi_j\rangle)}{F}.$$  

(8.50)

If we define $f_{jk}(\psi) = \langle \psi \left[ \prod_{j' > j} M_{j'} \right] H_k |\psi_j\rangle$, then the analytical gradients take the form

$$\frac{\partial C}{\partial u_{kj}} = \begin{cases} 
-\frac{2F_j dt}{F} \text{Im}(f_{jk}(\psi_T) \langle \psi_N | \psi_T \rangle) + \frac{(C - 1) dt F_j \text{Im}(f_{jk}(\psi_N))}{F} & \text{no jump} \\
0 & \text{jump}
\end{cases}$$  

(8.51)

Note that the extra gradient term due to the decay of the norm of the state is only negligible at the beginning of optimization when $C \approx 1$ but as the algorithm enhances the fidelity, this term becomes more and more dominant.

This whole analysis also assumed that a jump occupies a whole time step while in principle it should be instantaneous. Instead, a more accurate approach would be to integrate the state to find the time $t_{\text{jump}}$ when its norm reaches the random number $r$, apply a quantum jump at that time, and then keep propagating/integrating the resulting state starting again from $t_{\text{jump}}$. In this case, the corresponding analysis to find the analytical gradient would be even more complex since it clearly deviates from the standard picture of having one propagator at every time step.

Therefore, one way to better handle the cumbersome matter of gradient calculation for
quantum trajectories given any desired cost function, is to use automatic differentiation instead of relying on analytical gradient forms which, if existent, do not generally support efficient implementation without caching.
CHAPTER 9
OPEN-SYSTEM OPTIMAL CONTROL IMPLEMENTATION

9.1 Conditional graphing using TensorFlow

In order to use automatic differentiation for quantum trajectories, we must define the computational graph of every trajectory in terms of basic matrix operations hard-coded in the differentiator. One challenge in this process is the randomness inherent in each quantum trajectory which prevents the computational graph from having a fixed structure. Instead, the relationship between the inputs and the cost function is only determined at runtime by the choice of the random numbers entering the individual trajectory. Hence, our differentiator is equipped with the flexibility of dynamically creating the computational graph of each trajectory—a scenario called conditional graphing. Fig. 9.1 illustrates the type of conditional graph needed for quantum trajectories.

We implement our open quantum optimizer using the TensorFlow library for automatic differentiation and machine learning [1] similar to the closed-system implementation discusses in Chapter 5. Developed by Google’s machine intelligence research group, TensorFlow allows for conditional graphing and dynamically setting the size of the computational graph at runtime. TensorFlow is easily integrated with Python and has a comprehensive basic set of operations for matrix algebra with predefined gradients. In addition, TensorFlow has support for distributed learning, by running different parts of the computational graph or multiple copies of the same graph on different machines in parallel. This is crucial for the implementation of quantum trajectories, as we will discuss below.

9.2 Techniques for handling trajectories

Another very important consideration for the optimizer is the ability to implement the number of trajectories needed for the simulation efficiently, which differs according to the
Figure 9.1: The computational graph of a quantum trajectory evolution must be conditional and allow for all possibilities of the forward path. Each forward path is only determined at runtime through the choice of random numbers entering the trajectory generation. At every timestep, the evolution either proceeds via the non-unitary Hamiltonian $H_{\text{eff}}$ or through a jump $\in \{c_l\}$ from one of the possible $m$ jump channels. The yellow path is an example of the many possible trajectories.
size and nature of each optimization problem. Fortunately, it is not always necessary to exhaustively sample the full statistics in each single iteration of the optimization process. Instead, it may be sufficient to generate a smaller number of trajectories which only partially represent the statistics. In the case where only a single trajectory is used per iteration, the procedure is known as Stochastic Gradient Descent (SGD) [65, 14, 129, 138]. This generally leads to non-monotonic convergence, often requires more iterations and can produce noisy pulses. A better way for our model is to include a moderate number of trajectories in each iteration so that every iteration is based on a batch of data. This procedure, where gradients applied in each iteration are generated by a batch of trajectories, is known as mini-batch SGD [110].

Using quantum trajectories allows for flexibility in the ways simulations are implemented, since trajectories can be constructed independently of each other. Whether to generate trajectories in series and/or in parallel, and how many trajectories should be grouped together, are examples of questions that the optimizer should address on a case-by-case basis, depending on the specific optimization problem. Hence, we implement different ways of grouping and propagating trajectories in our optimizer to better match the nature of each optimization problem. In particular, the following three techniques are used to handle trajectories generation.

### 9.2.1 Improved-sampling algorithm

We present an algorithm for generating a balanced sample of trajectories per iteration using only a fraction of the needed number of trajectories. This leads to reducing the memory usage of the calculation while keeping convergence smooth and time efficient.

Suppose \( m_{\text{tot}} \) is the batch size, i.e., the number of trajectories to be used in every iteration within mini-batch SGD. SGD leads to convergence even with relatively small batch sizes without significantly reducing the convergence speed as will be shown in the applications.
Therefore, SGD allows for limiting \(m_{\text{tot}}\) to a small number which helps further reducing the complexity.

There are two potential limitations to this approach. First, control pulses will typically be noisy if a very small number of trajectories is used for every gradient update. To prevent this from happening, we utilize pulse smoothing cost functions to ensure that stochastic noise in the pulses is canceled. Second, there is an increase in the number of iterations required to reach convergence. To circumvent this limitation, we introduce a technique which only implements a subset of size \(m_{\text{sim}}\) of the intended \(m_{\text{tot}}\) trajectories. From this subset, we generate a better balanced sample for every iteration that makes convergence smooth and fast and also hugely reduces runtime and memory usage of the optimizer, especially if jumps are rare.

In many practical cases, dissipation and dephasing time scales are much longer than the time scale governing the dynamics of the system. For example, many optimized gates on superconducting qubits may take no more than \(0.01 - 0.1 \mu s\), while decoherence times of the qubit are orders of magnitude larger. In that case, dissipative terms in the Liouvillian will have a smaller impact on the dynamics and quantum jumps are less likely to occur. As a result, inside a statistically representative batch of trajectories, many trajectories will be identical to the no-jump trajectory. To eliminate the redundancy of generating the no-jump trajectory many times, our implementation allows for performing a test run that first generates the no-jump trajectory. Then, using the fact that the state norm of a quantum trajectory monotonically decreases over time \([17]\) in the absence of jumps, we extract the final norm of the no-jump trajectory and identify it with the no-jump probability for the total evolution time. From then on, we only generate trajectories which do include jumps by controlling the range of the random numbers \(r\). Consequently, all remaining generated trajectories in a batch are representatives of jump trajectories and the total number of trajectories to be generated can be reduced: if jumps are sufficiently rare, \(m_{\text{sim}}\) is only
a small percentage of $m_{\text{tot}}$, with the precise fraction given by the probability of jumps. Finally, we perform a weighted average of the gradients of both the no-jump trajectory and the generated jump trajectories according to the calculated jump/no-jump probability. This algorithm is summarized below:

1. Generate the no-jump trajectory (random number $r = 0$).
2. Save the no-jump gradients $g_{\text{nj}}$ from this trajectory.
3. Extract the norm of the final state of this no-jump trajectory, $p = \langle \psi_N | \psi_N \rangle$ and assign it as the no-jump probability.
4. If $m_{\text{tot}}$ trajectories are needed, generate only
   \[ m_j = \lceil (1 - p) m_{\text{tot}} \rceil \]  
   jump trajectories with $r \in [p, 1)$, where $\lceil x \rceil$ denotes the integer ceiling of $x$. The reduced range for $r$ guarantees at least one jump will happen since the norm will definitely drop below $r$. After the jump, $r$ is reset to the full range $[0, 1)$ to simulate potential additional jumps.
5. Calculate the averaged jump gradient $g_j$ from the $m_j$ trajectories.
6. Calculate the net gradient of all $m_{\text{tot}}$ trajectories,
   \[ g = (1 - p)g_j + p g_{\text{nj}} \]  

If jumps are rare, this algorithm saves significant resources by only generating $m_{\text{sim}} = m_j + 1$ trajectories instead of $m_{\text{tot}}$. In addition, instead of just implementing randomly chosen trajectories every iteration, the algorithm will always generate a balanced sample every iteration/batch that represents jumps and no jumps with correct weights. This leads
to a much smoother and faster convergence than the case where \( m_{\text{tot}} \) is a collection of (generally unbalanced) random events.

As a concrete example, consider the case of a problem with jump probability \((1-p) = 10\%\), and with a small batch size \( m_{\text{tot}} = 10 \) to reduce computational costs. Then, there is a chance that all 10 trajectories used in a given iteration could be identical to the no-jump trajectory. Since the occurrence of jumps is not uniform from iteration to iteration, convergence would be non-monotonic, and properly sampling the dynamics would require a bigger number of iterations. However, using the algorithm described above, each iteration is enforced to contain the same balanced statistics between jumps and no jumps, even for small sample size. Therefore, the improved-sampling algorithm is a crucial element of our optimizer that renders the memory requirements of an open-system problem similar to that of a closed system, if jumps are rare, as will be demonstrated in the applications.

### 9.2.2 Matrix-Vector exponential and clustering trajectories

Another important computational bottleneck is the evaluation of the matrix exponential required for state propagation via the effective Hamiltonian. Our implementation eliminates the need to calculate the matrix exponential through matrix-matrix multiplication. Instead, when propagating a state \( V_j = |\psi_j\rangle \) to \( V_{j+1} = |\psi_{j+1}\rangle \) through the matrix exponential \( e^A \), where \( A = -i(H_{\text{eff}})_{j+1}dt \), we use an iterative Taylor series to reexpress the propagation as

\[
V_{j+1} = e^A V_j = (1 + A + \frac{A^2}{2!} + \frac{A^3}{3!} + \cdots) V_j = V_j + AV_j + \frac{1}{2!} A(AV_j) + \frac{1}{3!} A(A(AV_j)) + \cdots \tag{9.3}
\]

The new state can thus be calculated by an iterative series of matrix-vector multiplications, reducing the complexity of propagation at every time step from \( \mathcal{O}(n_{\text{Taylor}}d^3) \) which is required by matrix-matrix multiplication to \( \mathcal{O}(n_{\text{Taylor}}d^2) \), where \( n_{\text{Taylor}} \) is the number of Taylor expansion terms kept in the simulation. We note that the convergence of this iterative
approach could be enhanced in future implementations using Newton polynomials instead of Taylor expansion \[119\].

Using the improved-sampling algorithm, a batch of \( m_{\text{sim}} \) initial states needs to be propagated per iteration. Instead of sequential generation of each trajectory, storing all gradients and then averaging them in the end, the above matrix-vector implementation allows for simultaneous propagation of a number of vectors. The procedure described in equation (9.3) can be generalized from \( V_j \) representing a \( d \times 1 \) vector, to denoting a matrix of size \( d \times m_{\text{sim}} \). Using this idea, we can cluster trajectories together and process them in a faster way than running them in series \[79\]. Clustering trajectories is particularly useful if the needed number of trajectories is much smaller than the Hilbert space dimension for big-sized problems or if the Hilbert space dimension is relatively small and there are a lot of unused resources when propagating one trajectory at a time. In our implementation, we treat the desired number of trajectories to be combined in each iteration (the batch size) as an adjustable parameter. It may be specified at runtime, and enables dynamically selecting the size of the computational graph. It also allows for combining several batches by applying their averaged gradients to the control parameters. Those two features together give reasonable flexibility in dividing the needed number of trajectories into batches of combined trajectories and in matching available computational resources to the concrete size and nature of each optimization problem.

\subsection{9.2.3 Parallelization of trajectories}

While generating the needed statistics from a smaller number of clustered trajectories saves memory and runtime, a prime advantage of quantum trajectories is their high degree of parallelizability. We can utilize parallelization to further improve the efficiency and flexibility of the optimizer. Our implementation uses TensorFlow’s distributed learning features to run a number of different clustered trajectories on different nodes in parallel. We have built an
interface between the SLURM manager for operating clusters [134] and TensorFlow allowing for the use of both synchronous and asynchronous training. Here, synchronous training refers to the situation when all compute nodes must finish their mini-batches together and their gradients are then averaged. Asynchronous training, by contrast, gives every compute node the ability to update the control parameters once its batch gradients are ready. Therefore, asynchronous training is essentially equivalent to performing multiple independent optimization iterations in parallel. Both types of training are of practical importance, depending on the needed statistics per iteration for stable convergence. Our implementation uses “between graph replication” which means that every node builds its own identical version of the computational graph. Then, communication between graphs is coordinated through a chief worker machine.
To illustrate the improved-sampling algorithm, we consider a transmon qubit with \( n = 4 \) levels, initialized in the ground state \( |g\rangle \). We wish to transfer the system to the first excited state \( |e\rangle \). For the transmon, we assume a frequency difference between ground and excited levels of \( \omega_{ge}/2\pi = 3.9 \text{ GHz} \) and an anharmonicity of \( \alpha/2\pi = -225 \text{ MHz} \). The control Hamiltonians \( \{H_x, H_z\} \) couple to the \( x \) and \( z \) degrees of freedom of the qubit, so that the net Hamiltonian is given by

\[
H = \omega_{ge}b^\dagger b + \frac{\alpha}{2}b^\dagger b (b^\dagger b - 1) + \Omega_x(t)(b^\dagger + b) + \Omega_z(t)b^\dagger b. \tag{10.1}
\]

Here, \( b \) and \( b^\dagger \) are ladder operators for the transmon excitation level, truncated at an appropriate level (\( n = 4 \) in our case). The qubit is coupled to a heat-bath environment, resulting in relaxational dynamics with characteristic time \( T_1 \). Working at zero temperature, the corresponding jump operator is \( b \). We utilize the following cost functions: state-transfer infidelity to maximize the fidelity between the final evolved state and \( |e\rangle \), pulse-smoothing cost functions to generate smooth realizable control pulses and forbidden-state cost functions to forbid the occupation of the \( n \)-th level so that the truncation of the transmon levels remains valid.

First, we study the effect of relaxation on the results from the state-transfer optimization. In the closed-system case where relaxation is absent (\( T_1 \rightarrow \infty \)), we readily achieve state-transfer fidelities of 99.99\% within a total evolution time of \( T = 10 \text{ ns} \), see Fig. 10.1. However, if the qubit is fairly lossy (taking, for example, \( T_1 = 100 \text{ ns} \)), the previously determined pulse train only achieves a state-transfer fidelity of 96.2\% since occupation of the \( |e\rangle \) level is inevitably subject to dissipation. Re-running the optimization in the presence of \( T_1 \)
Figure 10.1: Optimizing state transfer from the ground to the first excited level in a lossy transmon qubit. Panels (a) and (c) show the occupation of both levels monitored over the pulse period while panels (b) and (d) show the pulse trains obtained from optimization. (a) In the absence of relaxation, the optimized solution reaches a closed-system fidelity of 99.99%. Then when this solution is applied in the presence of relaxation processes \( T_1 = 100 \text{ ns} \), the resulting state-transfer fidelity drops to 96.2%. (b) The corresponding pulse sequences. (c) Results from trajectory-based GRAPE. The new optimized solution raises the state-transfer fidelity to 98.2% (d) The optimized pulse minimizes relaxation effects by delaying the pulse as much as possible, then rapidly performing the transfer using increased power.

processes, we succeed in increasing the fidelity to 98.2%, so we gain around 2% even for this example of a rather lossy qubit, see Fig. 10.1.

Inspection of the results reveals that the optimizer aims to minimize the detrimental effects of relaxation by delaying the state-transfer operation as much as possible. This way, the total time period over which the state \( |e\rangle \) is occupied, is reduced and there is, hence, a smaller time window where the system is sensitive to decay. While the closed-system case utilizes the whole time to perform the state transfer, the open dynamics state transfer is much more asymmetric in time, reflecting the asymmetry between the ground and the first excited state as far as decoherence is concerned. Note that the optimization cannot fully bring the fidelity back to 99.99% because the occupation of \( |e\rangle \) is limited by the relaxation \( e^{-t/T_1} \). Note that this result is also useful in optimizing the final time for the state transfer,
since the obtained pulse indicates the total time required for the state transfer, which is even relevant for the choice of the total time in the closed-system analysis.

Next, we discuss the choices of $m_{\text{tot}}$ and $m_{\text{sim}}$ needed for the optimization. Deploying our improved-sampling algorithm, we can perform the trajectory-based optimization at nearly the same computational cost as in the closed-system case. We ran simulations using different values of $T_1$ to obtain the probability of jumps for each case. Note that this probability changes with the iterations of the optimization since the Hamiltonian changes according to the updated control pulses. So, focusing on the maximum value we get for the probability of jumps, we get the results in Fig. 10.2 for different values of the ratio $T_f/T_1$ where $T_f$ is the final time of the state transfer.

We consider a case where the number of trajectories $m_{\text{tot}}$ required for good convergence is as big as 10,000, yet only a small number of trajectories actually needs to be simulated. As Fig. 10.2 shows for $T_f/T_1 < 10^{-2}$, the probability of jumps is less than 0.6%, allowing us to obtain the desired sampling by generating merely 60 trajectories. Even if the final time is increased to $0.1 T_1$ like in Fig. 10.1, the probability of jumps is around 5% which is still a small fraction. In most of realistic applications, the sample size $m_{\text{tot}}$ does not have to be as large as 10,000, since using our algorithm allows for good convergence even for much smaller total numbers of trajectories. We compare the convergence for different choices of $m_{\text{tot}}$ using our algorithm in Fig. 10.3.

As shown in Fig. 10.3(d), we obtain good convergence even for a small $m_{\text{tot}} = 10$ and $m_{\text{sim}} = 2$ (i.e., only generating two trajectories per iteration) within around 100 iterations, reaching a target fidelity of 97.5%. By comparison, for a significantly larger number of trajectories $m_{\text{tot}} = 10,000$, we reach the same fidelity within 60 iterations. Therefore, we only need to double the number of iterations to simulate the system using a thousand times fewer trajectories per iteration. In addition, every iteration will be much faster since it only includes running two trajectories.
Figure 10.2: Maximum jump probability for the driven transmon qubit as a function of the simulation time $T_f$ measured in units of the relaxation time $T_1$. This represents the fraction of the number of trajectories that the improved-sampling algorithm will generate every iteration. In most realistic cases, the fraction does not exceed $1 - 5\%$, allowing for a significant reduction in computational costs. The right vertical axis represents the number of trajectories $m_{\text{sim}}$ that needs to be simulated if $m_{\text{tot}} = 10,000$. 
Figure 10.3: Convergence of the optimization algorithm to a target fidelity of 97.5% for different values of $m_{\text{tot}}$, using the improved-sampling algorithm. The reported fidelities are calculated using a sufficiently large number of trajectories.
Running the same optimization problem for $m_{\text{tot}} = 10$ but without the improved-sampling algorithm leads to convergence to the same target fidelity after 320 iterations. Therefore, using the improved-sampling algorithm needs only two trajectories per iteration for a total number of 200 trajectories to reach convergence, in comparison to 3,200 trajectories needed when not employing the algorithm.

10.2 Lambda system population transfer

10.2.1 Problem overview

Having shown how the improved-sampling algorithm helps reduce the problem complexity for the toy example of a transmon state transfer, we next consider a more realistic case of driving nearly forbidden transitions in a three-level $\Lambda$ system as shown in Fig. 10.4.

Two levels of it, $|1\rangle$ and $|3\rangle$, are stable, i.e., the direct transition between $|1\rangle$ and $|3\rangle$ is forbidden. The third, intermediate level $|2\rangle$ can decay to either of the former two states and direct matrix elements allow one to drive the $|1\rangle \leftrightarrow |2\rangle$ and $|3\rangle \leftrightarrow |2\rangle$ transitions. The goal is to transfer the system from one stable state to the other while avoiding significant occupation of the intermediate state which is subject to errors from spontaneous dissipation.

10.2.2 Protocol 1: Raman Transitions

We will compare two existing protocols to induce the desired transition. The first is the two-photon Raman transition in which the system is driven by two off-resonant pulses of amplitudes $\Omega_1$, $\Omega_2$, and detunings $\delta_1 = \delta_2 = \delta$. For convenience, it is assumed that each pulse couples solely to a single transition between the intermediate state and one of the stable states. Adiabatic elimination is an approximation that may be performed if the detuning $\delta$ is considered large [18]. This approximation assumes small occupation of the intermediate level, and hence, the system may be treated as an effective two-level system.
Figure 10.4: The Λ system consists of ground state $|1\rangle$ and meta-stable excited state $|3\rangle$, as well as an intermediate lossy state $|2\rangle$. The frequencies $\omega_{12}$ and $\omega_{23}$ are distinct and no direct matrix element exists between $|1\rangle$ and $|3\rangle$. Hence, state transfer between them must invoke the intermediate state $|2\rangle$. The system is driven with a pulse $\zeta(t)$ that is optimized to maximize the state-transfer fidelity.
Under this assumption, this system is shown to be effectively driven by a Rabi oscillation of an effective frequency that is proportional to both $\Omega_1$ and $\Omega_2$. In this limit, the dissipation of the intermediate level is negligible since the level remains largely unoccupied during the transfer.

This approximation, however, is only valid if $\Delta = \delta_1 + \delta_2 \gg \Omega_1, \Omega_2$. If the transfer is desired to occur over shorter time scales, then the required effective Rabi frequency, and hence $\Omega_1$ and $\Omega_2$, must be increased. This may invalidate the adiabatic elimination condition, since needed larger detunings will cause the frequencies used by the two pulses to be too far from the transitions frequencies. In that case, it is not guaranteed that each pulse drives a single transition separately as assumed by the adiabatic elimination. Hence, this will result in the system deviating from the simplified picture of an effective two-photon process as we will show in the results subsection below.

10.2.3 Protocol 2: STIRAP

The second commonly used protocol is the stimulated-Raman-adiabatic-passage (STIRAP) method. This involves the application of two partially overlapping pulses which adiabatically keep the \Lambda system in a superposition of the two stable states without occupying the intermediate level [43]. First, a Stokes pulse [with amplitude $\Omega_S(t)$] is used to couple the two unoccupied states $|2\rangle$ and $|3\rangle$. Then, a pump pulse [with amplitude $\Omega_P(t)$] couples states $|1\rangle$ and $|2\rangle$ in such a way that makes direct transition from $|1\rangle$ to $|3\rangle$ possible. STIRAP assumes that the rotating wave approximation (RWA) is valid which causes the system to have three-time dependent eigenstates, one of them has no projection in the $|2\rangle$ state at all times [124]. This eigenstate is labeled the dark state $|\psi_d(t)\rangle$. If the pulses are changed adiabatically such that $\Omega_S(t)$ is smoothly turned off while $\Omega_P(t)$ peaks and then turns off, the system will remain in $|\psi_d(t)\rangle$ and reaches the desired state at the end without occupying the intermediate state at all as ensured by remaining in the dark state.
The required adiabaticity of the transfer, however, necessitates strong limits on the time needed for STIRAP transfer. In particular, the minimum time where pulses overlap is inversely proportional to the peak pulse amplitude used (in frequency units) [7]. The constant of proportionality is estimated from experimental data, and for around 95% STIRAP efficiency, it is estimated to be 10 [124]. The total time needed for a complete STIRAP transfer is usually around twice of the overlap time. This ensures that the delay between the two pulses gives maximum efficiency [7]. This poses a restriction on how fast the transfer can be accomplished. While the peak pulse amplitude could be increased to achieve shorter times, high pulse powers would eventually violate the RWA and result again in population of the intermediate level. Therefore, to achieve fast transfer between the two stable states in a Λ system, existing techniques will inevitably involve partial population of the intermediate state which endangers the transfer fidelity because of its dissipative nature.

Recently, enhanced protocols which use shortcuts to adiabaticity [135] were presented to improve the speed of STIRAP while maintaining high transfer fidelities. Our optimal control results are comparable to those techniques in terms of speed and transfer efficiency.

10.2.4 Simulation details

Different from the Raman and STIRAP protocols described above, we do not restrict the pulses to a single frequency component. Instead, we work with a single pulse of general form that can couple to both transitions. The Hamiltonian then takes the form

\[ H = \sum_{i=1}^{3} \omega_i |i\rangle \langle i| + \zeta(t)(H_{12} + \alpha H_{23}), \]  

(10.2)

with the definition

\[ H_{ij} = |i\rangle \langle j| + |j\rangle \langle i|. \]  

(10.3)
Here, $\alpha$ is a factor that relates the matrix elements of the two transitions. For our simulations, we used the sample values $\omega_1/2\pi = 0$ GHz, $\omega_2/2\pi = 5$ GHz, $\omega_3/2\pi = 1.8$ GHz and $\alpha = 1$.

We associate state $|2\rangle$ with a relatively short relaxation time $T_1 = 20$ ns due to decay into either of the two stable states, and we set the target transfer time to 10 ns, while limiting the amplitude of $\zeta(t)$ to an experimentally reasonable maximum value of $3/2\pi$ GHz.

Note that with these parameters, STIRAP requires a minimum of 42 ns for the full time of the protocol. Hence, the optimizer will search for a solution that is at least four times faster than STIRAP, but still maintains low occupation of $|2\rangle$ and high transfer fidelity.

10.2.5 Results

With a maximum jump probability of around 10% (as calculated during simulation), the improved-sampling algorithm allows for a 90% reduction of the number of trajectories generated. Around 10 trajectories were used per iteration, thus accounting for an effective number of simulated trajectories of 100 per iteration. Convergence was reached with an optimized fidelity of 98.0%. To compare the solution against the two-photon Raman transition using the same total transfer time and pulse amplitude, trials with different values for the two pulse detunings and amplitudes were performed. The best solution yields only a fidelity of 84.1% and shows significant occupation of the intermediate level. The results are summarized in Fig. 10.5. In summary, our optimizer succeeds in high-fidelity population transfer in a $\Lambda$ system with a comparatively short transfer time for which standard protocols are significantly less efficient.
Figure 10.5: Results of driving the Lambda system with the optimized pulses vs. the usual two-photon Raman pulses. (a) The optimized pulse achieves a transfer fidelity of 98.0% by using several tones to properly limit the occupation of the lossy $|2\rangle$ state. (b) The two-photon Raman transition fails to limit the occupation of $|2\rangle$, and hence can only reach a fidelity of 84.1% within the parameter regime of our simulation.
10.3 Quantum Non Demolition (QND) readout of a transmon qubit allowing fast resonator reset

The previous two applications showed how our optimizer works in scenarios where jumps are rare. In the following application, we will deal with a situation where jumps are less rare, though rare enough to limit jump number per time step to one. We focus on the capabilities of the optimizer in a relatively big Hilbert space where a density-matrix–based approach would be difficult to implement.

10.3.1 Problem overview

In cQED, a common technique to measure the state of a transmon qubit is to couple it to a readout resonator. This is described by the generalized Jaynes-Cummings model Hamiltonian

\[ H = \omega_r a^\dagger a + \omega_q b^\dagger b + \frac{1}{2} \alpha b^\dagger b (b^\dagger b - 1) + g (a^\dagger b + ab^\dagger) + H_\zeta(t), \]

(10.4)

where \( \omega_r \) and \( \omega_q \) are the bare resonator and qubit frequencies, respectively, and \( a \) is the lowering operator for photons inside the resonator. \( b \) and \( b^\dagger \) are the ladder operators for the transmon excitation number, truncated at an appropriate level. There are two jump operators for the total system, \( a \) for photon loss with a rate of \( \kappa \) and \( b \) qubit decay with rate \( \gamma = \frac{1}{T_1} \). \( H_\zeta(t) \) is the resonator drive term responsible for generating the readout, and takes the form

\[ H_\zeta(t) = \zeta(t)(ae^{i\omega_dt} + a^\dagger e^{-i\omega_dt}), \]

(10.5)

where \( \omega_d \) is the drive frequency.

For the purpose of qubit readout, the circuit parameters are chosen such that the system is in the dispersive regime \( (\Delta = |\omega_q - \omega_r| \gg g) \) [128, 8]. In that case, the effective frequency of the resonator is AC-Stark shifted by a value that is dependent on the qubit state. Hence,
by driving the resonator at either of the two shifted frequencies, the amplitude-response of the readout tone can distinguish between the 0 and 1 states of the qubit. Alternatively, by driving at the bare resonator frequency, the qubit state can be extracted from information carried in the phase of the readout [8].

10.3.2 First optimization target: high readout fidelity

An appropriate metric for successful readout is the single-shot readout fidelity $F$ [84]

$$F = 1 - \frac{p(0|1) + p(1|0)}{2},$$

(10.6)

where $p(a|b)$ is the probability of measuring the qubit in state $a$ given it was prepared in state $b$. There are two main factors that limit the readout fidelity $F$: noise in the measurement and qubit-decay processes that can make an excited-state trajectory look very similar to a ground-state one. While noisy readout could be mitigated by increasing the measurement time and hence enhancing the ability to average out the noise, this worsens the probability for spurious qubit decay during the measurement, leading to a decrease of the readout fidelity.

Existing readout protocols involve multiplying the readout signal by a filter function, and integrating it over the measurement time. The integration result is then compared against a set threshold in order to identify it with one of the underlying qubit states 0 or 1. Several filters exist to maximize $F$ including the optimal linear filter [42] which we will utilize here.

One key area of improvement that we pursue here is the choice of the pulse $\zeta(t)$ that maximizes the fidelity. In most experiments, $\zeta(t)$ is taken to have a square-pulse envelope, rendering the time-dependent drive sinusoidal with a constant amplitude that is varied in order to maximize $F$. Using our optimizer, we open up the possibility of a wider variety of pulse trains including multiple frequency components which may yield higher fidelities while maintaining readout speed.
10.3.3 Second optimization target: overcoming dressed dephasing and obtaining fast resonator reset

Increasing the readout-pulse power can yield higher fidelities as it counteracts experimental noise. However, excessively high powers lead to increased photon occupations throughout the measurement which has several drawbacks.

One drawback pertains to the ability to perform the measurement in a manner that facilitates a fast cavity-reset process afterwards, allowing for new measurements to be started with minimum downtime. There are several protocols for both passive and active reset of the cavity [86, 20]. The time it takes to reset the cavity depends on how many photons are left in the cavity by the end of measurement. Ref. [15] shows that there is a power law relating the speed limit of resonator reset and the number of leftover resonator photons. For example, doubling the number of photons in the resonator requires an increase in the active resonator-reset time of at least 57%. Therefore, not limiting the cavity occupation number can significantly slow down subsequent resonator reset.

In addition, high photon numbers cause another significant problem, namely dressed dephasing [11] which results from higher-order corrections to the dispersive approximation, usually ignored in the regime of small photon numbers. As the number of photons increases, the quantum non-demolition (QND) nature of the readout is jeopardized by these extra dephasing channels.

In line with these insights, we utilize the flexibility of setting targets in our optimizer to search for a readout pulse that maintains high levels of fidelity whilst keeping the resonator occupation as low as possible.

10.3.4 Third optimization target: QND measurement

One crucial element of the readout that needs to be maintained is its quantum non-demolition (QND) behavior. Typical readout measurements within the dispersive regime are expected
to keep the qubit state unchanged for sufficiently low photon occupation of the resonator [10], and hence qualify as QND measurements. The scale where the QND behavior of the readout breaks down is quantified by the critical number of photons \( n_{\text{crit}} = \Delta^2/4g^2 \). (As \( n_{\text{crit}} \) is approached, higher-order terms in the perturbative dispersive approximation become important.)

Since the optimizer is based on the Hamiltonian (10.4), the simulation is not necessarily limited to the dispersive regime. In principle, this allows the optimization to employ high readout power without concerns about the validity of the dispersive approximation. However, large power endangers the QND nature as the dispersive regime breaks down [10]. The previous optimization target should help in that regard as it minimizes the number of photons in the cavity. To further ensure the QND nature of the readout, we add a QND-dedicated optimization target.

### 10.3.5 Cost functions

We include three cost functions for achieving the three optimization targets mentioned above simultaneously. Starting with the readout-fidelity cost function, we first inspect the process of post-measurement decision making. For every trajectory, the output signal \( s(t) = \langle (a + a^\dagger) \rangle (t) \) is convoluted according to

\[
S = \int_0^{T_f} s(t)K(t)dt
\]

with a filter kernel \( K(t) \) that is used to enhance the distinguishability of the readout signals [42]. \( T_f \) is the final measurement time. In order to determine the appropriate threshold value of \( S \) distinguishing between readout of the qubit 0 and the 1 states, many trajectories are simulated and their corresponding values of \( S \) are recorded. The histograms generated by the values of \( S \) for both qubit states are fitted to Gaussians and the boundary is chosen
to minimize the overlap between the two Gaussians. Histograms take on Gaussian form because of both the existence of noise in the measurement and the different evolution of each trajectory resulting in a distribution of integrated trajectory signals. Fig. 10.6 shows an example of integrated readout signals.

As Fig. 10.6 suggests, one possible way to enhance readout fidelity is to increase the difference between the means of the two Gaussians to limit their overlap which is the main source of wrong decision making. Therefore, we implement the following fidelity cost function:

$$C_f = - \left( \frac{1}{T_f} \int_0^{T_f} [\bar{s}_0(t) - \bar{s}_1(t)] \, dt \right)^2. \quad (10.8)$$

Here, the bar denotes a trajectory average so that $\bar{s}_i(t)$ is the transmitted signal at time $t$ averaged over trajectories that all start in the initial state $|i\rangle$ with $i \in \{0, 1\}$.

For the second optimization target, the average resonator occupation number at the end of the measurement needs to be minimized to enable fast resonator reset. In addition, penalizing the average photon number during the entire measurement phase will make sure that dressed dephasing is suppressed. This also allows for potential termination of the measurement protocol at times smaller than the preset $T_f$ without accumulating large photon occupation. Hence, the second cost function was implemented in the form

$$C_r = \frac{1}{T_f} \sum_{i=0,1} \int_0^{T_f} \langle (a^\dagger a) \rangle_i(t) dt. \quad (10.9)$$

where $i \in \{0, 1\}$ again refers to the initial state of the qubit.

Finally, for the QND optimization target, we add a cost function which rewards overlap between the final trajectory states and the corresponding initial states so that the qubit starting in the ground/excited state remains in the ground/excited state at the end of measurement. As we always start the measurement with the resonator in the ground state, this cost function further helps reduce the cost $C_r$ as it ensures that the cavity returns back to
Figure 10.6: (a) Example of integrated readout signals for a qubit starting in the ground or excited state. The overlap between the two Gaussians contributes to the readout infidelity. One way to minimize the overlap between the distributions is by increasing the difference between the two Gaussian means. (b) The corresponding cumulative probabilities of both distributions. The decision threshold that maximizes the fidelity is at the integrated signal value that maximizes the difference between the two cumulative probabilities.
the ground state. This QND cost function is taken to have the form

$$C_q = 1 - |\langle \psi_f | \psi_i \rangle|^2,$$

(10.10)

where $|\psi_f\rangle$ and $|\psi_i\rangle$ are the final and initial states of each trajectory, respectively. These three cost function are combined with other pulse-shaping constraints, and are assigned different weight factors which are set empirically by trial and error to improve convergence.

10.3.6 Implementation

The problem is divided into two parts: optimization and classification. First, optimization is performed in such a way as to minimize the above-mentioned cost functions. To calculate the resulting readout fidelities, the diffusive trajectories produced by the resulting optimized pulse are mixed with Additive White Gaussian Noise of different powers, and then fed into an optimal-linear-filter classifier. The parameters used for the simulation are $\omega_q/2\pi = 4.6 \text{ GHz}$, $\omega_r/2\pi = \omega_d/2\pi = 5 \text{ GHz}$, $g/2\pi = 50 \text{ MHz}$, $\kappa = 50 \text{ Ms}^{-1}$ and $\gamma = 1 \text{ Ms}^{-1}$. These parameters correspond to $n_{\text{crit}} = 16$. We included 30 resonator levels and 3 transmon levels in the simulation. The simulated total time of measurement was taken to be $T_f = 100 \text{ ns} = 0.1 T_1$.

Following ref. [86], we denote pulse amplitudes in dimensionless form $A_n = A/A_{\text{ph}}$. Here, $A$ is the absolute pulse amplitude, and $A_{\text{ph}}$ is the reference amplitude which results in a steady-state resonator occupation of one photon. $n$ refers to the effective number of photons resulting from the used amplitude. We limit the pulse maximum amplitude to be $A_{16} = A_{n_{\text{crit}}}$. The fidelity of the optimized pulse is compared against the fidelity of a constant square pulse of amplitude $A_{n_{\text{crit}}}$. 
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Figure 10.7: Optimized readout pulse within the amplitude limit. The pulse minimizes the weighted mixture of cost functions and uses only 58.3% of the power needed by the constant pulse.

10.3.7 Results

We performed optimization with 8 parallel mini-batches, each of size $m_{tot} = 30$ using synchronous distributed training. With proper adjustments to the relative weights of different cost functions, the optimizer obtains the solution presented in Fig. 10.7. As ensured by the pulse-shaping cost functions, the pulse is smooth and starts and ends at near zero amplitudes. The resulting resonator occupation is shown in Fig. 10.8.

As evident from Fig. 10.8, the optimized pulse maintains a relatively low photon number during the measurement process, and significantly decreases the photon numbers towards the end of the pulse. The optimized pulse achieves final photon numbers of 0.09 and 0.04 for the qubit starting in the $|0\rangle$ and $|1\rangle$ states; respectively. The constant pulse, by contrast, leads to occupations of around 13 for both states, which is two orders of magnitude higher than the optimized results. Therefore, optimization significantly improves the time needed for resetting the resonator after the measurement with the resonator almost empty already.
If the active reset protocol proposed in ref. [15] is used, then the reset is going to be 25 times faster than the non-optimized pulse case if the qubit is measured in the ground state, and 43 times faster if measured in the excited state.

Moreover, to illustrate how optimization affects the QND nature of the readout, the qubit occupation numbers are plotted in Fig. 10.9 for both pulses. The results show that if one were to use a constant-power readout pulse, then the QND behavior would be compromised since the ground state gets excited to an average occupation of 0.14. The optimized pulse, however, manages to bring this occupation down to 0.002, ensuring the ground state measurement process to be QND within 99.8%. As for the excited state, the QND nature is limited by relaxation processes. Due to relaxation with the specified rate $\gamma$, the qubit occupation number would decay to around 0.9 during the readout. However, due to potential qubit-cavity dressing, there are additional decay channels that may lower the final ideal occupation further. For instance, ref. [10] suggests that within the dispersive regime, the
Figure 10.9: The qubit average occupation as a function of measurement time for both the optimized pulse $\zeta(t)$ and the constant pulse of amplitude $A_{n_{\text{crit}}}$ with the qubit starting in the $|0\rangle$ and $|1\rangle$ states.

photon occupation of the resonator acts like an extra heat bath for the qubit. Fig. 10.9 shows that the constant pulse yields final occupation of 75.5% while the optimized pulse increases it to 82.8%, thus enhancing the QND character of the measurement protocol.

The QND and low-photon-number constraints ensure that the optimized pulse power is reduced from the maximum allowed power. Lowering the readout power could potentially cause the readout fidelity to decrease because of the presence of noise. To inspect whether readout power reduction negatively impacted the readout fidelities, we calculated the readout fidelities of the two pulses given different values for the noise power. The simulated noise power is again normalized in the same manner as the readout power, and we included normalized noise powers of up to $P_{20}$. The corresponding readout fidelities are presented in Fig. 10.10. The fidelities we obtain from both pulses are actually very close despite using almost half the total power. For most noise powers, the optimized pulse gives better fidelities. Therefore, we see that maintaining the QND nature of the readout and low photon-
The readout fidelity of the optimized pulse compared to the constant, maximum-amplitude pulse was achieved in a way that does not harm the readout fidelity.

In summary, our implementation allows for optimizing complex open systems under several constraints without analytically calculating their gradients. In addition, the simulation complexity is significantly reduced. For example, in this application, the Hilbert space dimension is 90. A naive open-system GRAPE implementation would require propagating superoperators of dimension $8,100 \times 8,100$. Using direct integration of the equations of motion, this problem can be bypassed in favor of the time-evolution of density matrices of size $90 \times 90$. Instead, we process batches of 90-component vectors either in series or in parallel and achieve convergence with careful adjustment of convergence parameters. The results suggest that readout could be performed with optimized pulses to control several aspects of the measurement. The example we presented suggests that the readout fidelities are not necessarily hurt by using smaller integrated powers, while significant benefits could be gained by allowing for constantly and smoothly changing amplitude pulses that restore the QND nature of the measurement and also allow for much faster resonator reset.
CHAPTER 11
CONCLUSION & OUTLOOK

11.1 Conclusion

In conclusion, we have first presented quantum optimal control algorithm for closed systems harnessing two key technologies that enable fast and low-overhead numerical exploration of control signal optimization. The first key technology we used is automatic differentiation. We have demonstrated that automatic differentiation can be leveraged to facilitate effortless inclusion of diverse optimization constraints, needed to obtain realistic control signals tailored for the specific experimental capabilities at hand. Automatic differentiation dramatically lowers the overhead for adding new cost functions, as it renders analytical derivations of gradients unnecessary. For illustration, we have presented concrete examples of optimized unitary gates and state transfer, using cost functions relevant for applications in superconducting circuits. We emphasize that this is but one instance within a much larger class of quantum systems for which optimal control is instrumental, and the methods described here are not limited to the specific examples shown in this thesis.

The second key technology we have incorporated is the implementation of GPU-based numerical computations, which offers a significant speedup relative to conventional CPU-based code. The use of the TensorFlow library [1] hides the low-level details of GPU acceleration, allowing implementation of new cost functions at a high level. The reduction in computational time will generally depend on a number of factors including system type, Hilbert space size, and the specific hardware employed by the user. We observe that runtime speedup by an order of magnitude is not unusual when using a standard desktop PC, enabling the development of sophisticated quantum control without enormous investments into powerful computing equipment. The underlying libraries also have support for high-performance distributed computing systems for larger optimizations. Our software implementation is open
source and can be downloaded at: github.com/SchusterLab/quantum-optimal-control.

Afterwards, we have harnessed the concept of automatic differentiation to build a flexible optimizer for open quantum systems. The optimizer is based on quantum trajectories, leading to significant reduction in the computational overhead compared to approaches based on density matrices. Combinations of improved-sampling techniques, generating mini-samples of trajectories for stochastic gradient descent and parallelization of trajectories are used according to the application to take advantage of the quantum trajectories nature of the optimizer. The optimizer was then utilized for both small and moderately sized quantum systems with quantum jumps being rare or common, and showed quick convergence to results that enhance over existing protocols.

11.2 Outlook

11.2.1 Closed-system optimal control

Our implementation for closed-system optimal control can be further enhanced in the future. This includes adding more features and improving the existing ones. Next, we discuss some of the additional features to be worked on in the future.

1. Extra realistic optimization targets could be added to the employed cost functions. For example, control over the final gate time and the bandwidth of the used pulses are potential targets to include in the future.

2. The ability to optimize over user-specified parameters can be included in the future. Currently, the optimizer can only vary the pulse amplitudes at every time-step. There are many practical applications where additional parameters need to be optimized. For example, the frequency of the pulse, qubit parameters like $E_J$ and $E_C$ and coupling between qubits and a resonator. This facilitates solving a wide range of optimization problems using optimal control.
3. Automatizing the tuning of convergence parameters based on the behavior of different costs is a desirable target in the future. Currently, the user sets fixed values for convergence parameters (like learning rate, relative weights for costs and method of gradient ascent) at the beginning of optimization. If convergence is not obtained, the user has to stop the optimization and re-build the computational graph with new convergence values. Automating this process will save time of trial and error performed by the user.

Enhancements to existing features of the optimizer can help users optimize for gates in a faster and more flexible manner. Features that can be enhanced include:

1. Better visualization of what the optimizer is trying to achieve every number of iterations will help users make sense of the resulting pulses.

2. Expanding the matrix exponential using Newton’s or Chebyshev polynomials can speed up the time evolution.

3. The deployment of adaptive step size and Runge-Kutta methods for time evolution will enhance the speed and accuracy of the simulation.

In terms of applications, the optimizer can be used in the future to find universa gates of superconducting qubits in the shortest time possible. Speeding up gate times for superconducting qubits to $\sim 1$ ns without having an exceedingly large drive power and maintaining a high fidelity is a challenge we plan to address in future work. In addition, future work on the 0-$\pi$ qubit is planned. Optimizing gates for more realistic parameter regimes and including the $\zeta$ mode in the optimization are challenges that should be addressed in the future.

### 11.2.2 Open-system Optimal Control

Our open-system optimizer will also benefit from the additions and enhancements mentioned in the previous section. In addition, there are some improvements that are particular to the
1. Allowing multiple jumps per simulation time-step enhances the accuracy of the optimizer and can be implemented thanks to the flexibility of TensorFlow.

2. Including second-order optimization schemes like BFGS helps speeding up convergence. The only supported optimization method currently in the open-system optimizer is ADAM.

3. Implementing different kinds of quantum trajectories in the optimizer could be more suitable to specific optimization problems. For example, diffusive trajectories match the qubit-readout output observed in experiments and could be utilized to further enhance the readout fidelity.

Moreover, the optimal control pulses provide a promising tool for experimenters to use in their own studies, and we hope they can be useful in the future. Therefore, future work includes focused collaboration with experimental groups to implement optimized pulses in the lab.
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