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Abstract

Though prior studies have analyzed the textual characteristics of online comments about politics, less is known about how selection into commenting behavior and exposure to other people’s comments changes the tone and content of political discourse. This article makes three contributions. First, we show that frequent commenters on Facebook are more likely to be interested in politics, to have more polarized opinions, and to use toxic language in comments in an elicitation task. Second, we find that people who comment on articles in the real world use more toxic language on average than the public as a whole; levels of toxicity in comments scraped from media outlet Facebook pages greatly exceed what is observed in comments we elicit on the same articles from a nationally representative sample. Finally, we demonstrate experimentally that exposure to toxic language in comments increases the toxicity of subsequent comments.
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The Distorting Prism of Social Media

How Self-Selection and Exposure to Incivility Fuel Online Comment Toxicity

Although Americans report overwhelming agreement that the public is sharply divided along partisan lines (Pew Research Center 2019), the best available evidence suggests that partisans exaggerate the extremism of the other side (Ahler 2014; Levendusky & Malhotra 2015; Mason 2018). One important source of these perceptual errors may be what we see online and on social media (Settle 2018; Suhay et al. 2018; Yang et al. 2016). Just as the most committed ideologues are more likely to run for office (Hall 2019), people who discuss politics online are likely to have stronger partisan attachments than the average citizen.

In particular, the skew in who participates in online discussions about politics may contribute to incivility in online comments (e.g., Coe et al. 2014; Muddiman & Stroud 2017). These more extreme comments may in turn inflame polarization (e.g., Suhay et al. 2018) and serve as unrepresentative exemplars that warp people’s perceptions of partisan groups (Yang et al. 2016).

While online comments present a distorted view of the general public, the counterfactual — a nationally representative public discourse on social media — requires significant effort to observe. Without such a reference point, it is impossible to evaluate the discourse we do observe online or to analyze how it is distorted by selection bias in who participates.

In this paper, we identify the effects of selection into online commenting and algorithmic selection of high-engagement comments on the toxicity of political debate online. First, drawing on multiple data sources, we provide the most comprehensive evidence to date on how commenters differ from non-commenters. Second, we compare real-world Facebook comments scraped from posts published by news organizations to comments elicited on the same posts from a nationally representative sample of Americans using machine learning models built to estimate the toxicity levels of user-generated posts. This design allows us to provide the first estimate of the difference in toxicity between genuine online comments and those written by a nationally representative sample, including people who do not post comments on news articles in the real world.
Furthermore, we consider the role that social media’s algorithmic selection plays in amplifying the visibility of toxicity by examining whether toxic comments receive more “likes” than civil ones. Finally, we use an experiment to test whether exposure to toxic comments increases the toxicity of subsequent comments.

Our results indicate that the process of selection into commenting behavior exacerbates the toxicity of online discussion. People who report that they comment frequently on social media not only express more polarized opinions in surveys but write more toxic comments in an elicitation task than other Americans. Similarly, the toxicity of the comments we observe on Facebook substantially exceeds the toxicity of the comments provided on the same articles by a representative sample of the public. Moreover, we find that toxic comments generally attract more “likes” on Facebook than more civil comments. Finally, our survey experiment indicates that people write more toxic comments on a Facebook post when they are randomly exposed to especially toxic comments about the post, suggesting that exposure to toxic comments begets further toxicity. Taken together, our findings suggest that discussions of algorithmic amplification on social media that do not take into account the selection process that we identify will be incomplete.

Prior research on online toxicity

Definitions of online toxicity

Before proceeding, it is first necessary to specify how we define toxic (i.e., uncivil) communication.¹ The specific conceptualizations and operationalizations of incivility vary between studies (Chen 2017; Chen et al. 2019; Coe et al. 2014; Muddiman & Stroud 2017; Mutz 2016; Papacharissi 2004; Rossini 2020; Shmargad et al. 2021; Sobieraj & Berry 2011; Sydnor 2019), but one of the most common themes is the expression of disrespect toward others. For example, Sydnor (2019) defines uncivil communication as “any statement that is not respectful of individuals’ desire to maintain their self-image” which concurs with Coe et al. (2014)’s definition of incivility: “features of discussion that convey an unnecessarily disrespectful tone toward the

¹Note: We use “toxicity” and “incivility” interchangeably throughout.
discussion forum, its participants, or its topics.”

In this study, we follow Coe et al. (2014), Chen (2017), and Sydnor (2019), who focus on disrespectful tone and word choice in conceptualizing and operationalizing incivility. Specifically, we define toxicity (i.e., uncivil) political comments as those expressing disrespect for someone by using insulting language, profanity, or name-calling; by engaging in personal attacks; and/or by employing racist, sexist, and xenophobic terms. As we discuss in detail below, we measure toxicity using a machine learning classifier from Google’s Perspective API, which is trained to detect “a rude, disrespectful, or unreasonable comment that is likely to make people leave a discussion,” which is not as detailed as our definition. We validate the Perspective API model by having a subset of our data classified by human coders, who were provided with our verbatim definition of toxicity and offered additional directives to ensure that their classification of toxic comments reflects our conceptual definition. There was a strong correspondence between the Perspective API score and our estimate based on the coders’ classification, which increases our confidence that the Perspective API captured our definition of toxicity (see Appendix E for more information about the validation procedure).

That said, we also note that our arguments and findings pertain to toxicity defined as disrespectful tone and word choice and not necessarily other related constructs such as antidemocratic attitudes or intolerance (Papacharissi 2004; Rossini 2020) that may be expressed without profanity or sexist or xenophobic terms. Future research should consider how different types of toxic discourse emerge on social media and how they might affect people differently, but that is not our focus here.

**Implications of online toxicity**

Scholars have examined various consequences of exposure to political incivility (Borah 2014; Chen 2017; Gervais 2015; Hwang et al. 2014; Kosmidis & Theocharis 2020; Mutz 2016; Suhay et al. 2018; Theocharis et al. 2016). Overall, they have taken conflicting stances on the normative implications of online incivility for political engagement, deliberation, and polarization. On the one hand, profanity or impolite remarks can be
part of reasoned arguments and serve a useful social purpose in certain contexts among like-minded people (Chen 2017; Chen et al. 2019; Rossini 2020). But on social media such comments may prove toxic to the prospect of conducting a meaningful conversation because seeing one’s side being attacked can exacerbate people’s animus toward the opposing side (Bail 2021; Settle 2018; Suhay et al. 2018). In this view, civility does not mean simply following arbitrary group norms, but represents a signal of mutual respect, which is a prerequisite for preventing cross-cutting dialogue from spiraling into an exchange of insults (Kingwell 1995; Gervais 2015; Gutmann & Thompson 1996; Cheng et al. 2017; Shmargad et al. 2021; Ziegele et al. 2018).

Despite this ongoing debate, scholars seem to agree that toxicity is an important and useful concept with which to characterize the tenor of political conversations taking place on social media. The purpose of our investigation therefore is to provide clear and comprehensive evidence on whether and how social media amplify toxic discourse.

**Evidence of online toxicity**

Prior studies have shown consistently that toxicity exists online (Ventura et al. 2021; Chen 2017; Coe et al. 2014; Muddiman & Stroud 2017; Sobieraj & Berry 2011; Oz et al. 2018; Papacharissi 2004; Theocharis et al. 2016). However, the severity of online toxicity/incivility seems to vary considerably across different studies depending on the platform examined, the definition of civility used, and the measurement approach (e.g., Chen 2017; Sobieraj & Berry 2011). Importantly, researchers often do not specify a reference point against which to assess how uncivil online public discourse is. This lack of a benchmark appears to have led scholars to draw different normative conclusions from seemingly similar empirical findings. For example, Coe et al. (2014) suggest that the presence of online incivility is “substantial” and “common” after documenting that about one in five comments in a newspaper website were uncivil. Papacharissi (2004) similarly finds that about about 30% of messages in Usenet newsgroups were uncivil or impolite, but concludes, more optimistically, that these features “do not dominate online political discussion” and most users expressed their
opinions in a civil manner. In short, studies seeking to measure the extent of online civility has generated different answers from various studies in part because of methodological differences (e.g., different samples) but in part because of a lack of a clearly defined standard or referent.

We advance this literature in the following ways. First, we quantify toxicity from the entirety of Facebook comments \( n = 6,485,910 \) on an 11-day census of news articles \( n = 11,305 \) published by numerous news sources \( n = 33 \). This approach allows us to offer more comprehensive evidence about the prevalence and extent of toxic discourse on social media than most prior research. Further, by eliciting comments from a representative sample of the general public on a subset of the articles, we demonstrate how real-world online discourse among only a relative handful of individuals differs from a counterfactual discourse in which everyone discusses the same topics. In this way, we are able to characterize the toxicity of Facebook comments with respect to a clear reference point (what we would observe under full participation) and show how self-selection into comments by a small number of people on Facebook fosters hostile discourse on social media. Finally, we conduct an experiment to investigate the role of algorithmic amplification of top comments, another potential mechanism that could increase toxicity.

**Theoretical approach and hypotheses**

What makes toxicity prevalent and salient in online public discourse? We hypothesize that the following individual and contextual factors contribute to the emergence and escalation of toxicity on Facebook. First, at the individual level, we expect that people with strong political identities and polarized attitudes are more likely to opt into online commenting (\( H1 \)) and that the over-representation of such individuals amplifies online toxicity (\( H2 \)). At the contextual level, we predict user rating systems on social media (e.g., “liking”) favor uncivil comments (\( H3 \)), which may algorithmically amplify toxic discourse. Furthermore, we expect that online toxicity may be further intensified through interpersonal processes where those exposed to others’ incivility respond by writing toxic comments themselves (\( H4 \)). Below, we elaborate on each of these
to theoretical expectations.

**Self-selection of committed partisans into commenting**

To understand the sources of online toxicity, it is important to consider who self-selects into posting comments about news articles in the first place. We suggest that political commenting on social media is similar to other forms of political participation in requiring certain levels of ability and motivation. That is, one should have at least some knowledge about a given subject and feel passionately enough about the issue to express a view. Consistent with this argument, online commenters have been found to have stronger partisan attachments, consume more political news, discuss politics more often, turn out to vote at higher rates, and get involved in other political activities more often or with greater verve (Rainie 2012; Settle 2018; Settle et al. 2016; Smith 2013, 2014; Weeks et al. 2017). Building on prior work, we therefore expect that people who self-select into online commenting tend to be more interested in politics, more politically knowledgeable, and have stronger partisan identities.

*Hypothesis 1a: Frequent online commenters have greater political interest, possess more political knowledge, and identify with a political party more strongly than the general public.*

Another individual factor associated with online political commenting may be *need to evaluate* — the psychological propensity to form strong opinions about various issues (Jarvis & Petty 1996). Prior work shows that those with high need to evaluate — i.e., those who “form opinions about everything” and find it bothersome “to remain neutral” — are more likely to engage in various political activities such as attending a rally and voting (Bizer et al. 2004). There are plausible reasons to expect that this relationship will hold for online commenting as well. Furthermore, since revealing one’s political inclinations to others in one’s network can be costly (Bode 2017), those who choose to do so would likely hold strong views. Therefore, we consider the following hypothesis:
Hypothesis 1b: Frequent online commenters have higher need to evaluate than the general public.

The expectations that online commenters will have stronger attachments to their party and higher need to evaluate have important implications for how politically polarized they are relative to others. Specifically, partisan strength and political involvement are associated with negative affect towards the opposing party (Iyengar et al. 2012) and adopting extreme policy attitudes (Taber & Lodge 2006). Furthermore, those with higher need to evaluate exhibit stronger political commitment (Federico & Schneider 2007). Another reason why online commenters could be more politically polarized than others may be that frequent exposure to online political communication, in turn, drives people’s attitudes and opinions to the extreme (Settle 2018; Suhay et al. 2018).

Building on these studies, and H1a and H1b, we further hypothesize that those who comment online will have more sharply divided feelings toward the parties (affective polarization) and more polarized opinions by party on major issues (ideological polarization). Prior evidence indicates that Facebook commenting is related to disliking of the out-party (Settle 2018), but it remains unclear if this pattern extends to disliking of out-partisans or major policy controversies.

Hypothesis 1c: Frequent online commenters have more polarized feelings toward prominent political figures and partisan groups than the general public.

Hypothesis 1d: Frequent online commenters are more widely divided along partisan lines in their ideology and opinions on political issues such as abortion, the Affordable Care Act, and immigration.

Self-selection and online toxicity

To the extent that the participants in online discussion are unrepresentative of the general public, comments that appear on social media may be unrepresentative of the universe of comments that the general public
would have written. In particular, self-selection of committed partisans could plausibly fuel the toxicity of online political discourse.

We expect this pattern because, per Hypotheses 1a–1d, we predict that committed partisans are overrepresented in online political discourse (H1a) who tend to generate intense opinions about various issues (H1b), feel hostile toward political outgroups (H1c) and hold polarized political opinions (H1d). This group is more likely to express hostile attitudes toward people who do not share their worldview. Another reason is that those who are most vocal on social media are likely the ones who most actively follow partisan news outlets, which often feature uncivil comments and exchanges (Levendusky 2013; Mutz 2016). Furthermore, the presence of hostile people on social media (e.g., trolls) could drive out those unwilling to tolerate incivility (Bor & Petersen 2020; Hmielowski et al. 2014; Sydnor 2019), which, in turn, could make online discourse even more toxic. (While it may seem plausible that this sort of adverse selection effect is stronger online than offline, the evidence remains somewhat unclear (Bor & Petersen 2020)). In short, we expect:

**Hypothesis 2a:** Online commenters use more toxic language than the general public.

**Hypothesis 2b:** Real-world online comments are more toxic than the comments generated by the general public.

**Algorithmic amplification of toxicity**

Importantly, most comments on social media or news websites do not reach many readers, except the few that “go viral” due to organic spread, algorithmic amplification, or the interaction between the two. It is therefore important to consider whether “popular” comments are particularly toxic compared to unpopular ones.

We specifically consider how social media algorithms can make certain comments particularly visible. In other words, we suggest not only that online comments that *exist* on social media are more toxic than how the general public would talk about the same issues, but also that those *seen* by other users tend to be even more toxic due to the way online systems work. There are two theoretical reasons why we expect this
relationship. One possibility is that engagement metrics reward uncivil behavior — more toxic comments will attract more engagement and therefore be more likely to be boosted by algorithms (i.e., go viral). There are two theoretical reasons why we expect this relationship. In addition, humans appear to exhibit a generalized tendency to devote more attention to negative occurrences (Rozin & Royzman 2001), which could increase the likelihood of an emotional response that produces engagement (e.g., Kosmidis & Theocharis 2020). It remains to be seen whether the same pattern holds on social media sites such as Facebook. Therefore, we propose the following hypothesis:

_Hypothesis 3: Toxic comments attract more “likes.”_

_Cascade of toxicity from comment to comment_

Finally, we expect that algorithmic amplification of high-engagement comments can create a vicious cycle in which toxic comments prompt more toxic replies (e.g., Cheng et al. 2017; Han et al. 2018; Shmargad et al. 2021). There are at least three potential mechanisms of such incivility contagion. First, toxic comments may heighten people’s animosity or anger toward the previous commenter or the target attacked by the original comment (Gervais 2015; Settle 2018; Suhay et al. 2018), causing others to respond with hostile remarks themselves (see Mackie et al. 2000). A second potential mechanism is mimicry; people have a tendency to mimic others’ language even in online environments (Gonzales et al. 2010; Gervais 2015; Kwon & Gruzd 2017). Third, encountering toxicity can alter people’s perceived social norms regarding antisocial behavior, which could provoke them to react in uncivil ways to comply with the norms (Shmargad et al. 2021). In addition to the mechanisms outlined above, these possibilities are consistent with the dynamics of moral contagion documented on social media in which moralized emotional language about political topics is associated with greater diffusion (Brady et al. 2017).²

²Future research should explore whether emotion, mimicry, or social norms best explain why people post toxic replies. Our data do not allow us to tease out these differences because we did not include measures of potential motivations of writing toxic comments (e.g., anger).
Hypothesis 4a: Toxic comments attract more follow-up comments.

Hypothesis 4b: Toxic comments increase the toxicity of reply comments.

Evidence regarding online toxicity contagion remains unclear. Several survey experiments have found that toxicity can spread from comment to comment in this way (e.g., Cheng et al. 2017; Gervais 2015; Ziegele et al. 2018), whereas other experiments have failed to find similar results (e.g., Han et al. 2018; Molina & Jennings 2018; Rösner et al. 2016). Because these studies typically consider one target issue (e.g., abortion), employ constructed (or hand-picked and edited) comments, and test their effects with unrepresentative samples, it is difficult to know which findings best reflect the general patterns on social media. Some studies find that the toxicity of preceding comments is associated with toxicity of subsequent ones in real world settings, but without randomizing exposure to incivility (Kwon & Gruzd 2017; Shmargad et al. 2021). Our approach offers increased internal and external validity due to our use of extensive comments data from Facebook as well as data from a representative survey experiment in which participants were randomly assigned to see actual comments on news articles covering a wide range of issues of the day.

Methods

Data

The data for the analyses presented in this study include news articles and comments scraped from Facebook, an original national public opinion survey, the Pew Research Center’s American Trends Panel, and the 2016 American National Election Study (ANES).³

We first scraped the posts of news articles from Facebook pages of 33 mainstream news outlets. We were able to gather the content of 11,305 posts and 6,485,910 comments from October 6–16, 2018.⁴ Our original

³The data and code needed to replicate the results are available on https://doi.org/10.7910/DVN/SPEOCW.
⁴For scraping, we used the Netvizz application (Rieder 2013). Our list of news outlets was created based on the Pew Research Center’s 2014 report on media trust (Mitchell et al. 2014). See Appendix A for more information.
national survey data was then collected by YouGov from October 31–November 8, 2018 and assembled using a matching and weighting algorithm to approximate a nationally representative sample. The resulting set of 2,200 respondents closely resembles the national population. Our respondents are 76% white, 51% female, and 47% ages 18–44. Approximately one in four graduated from college (29%). Politically, 37% identify as Democrats and 27% as Republicans (45% and 36%, respectively, including leaners).

During the survey, we asked YouGov respondents to comment on articles drawn from Facebook. Each respondent was randomly assigned to see three different articles from the Facebook sample. In each case, respondents were presented with a Facebook post from a news outlet and asked whether they would write a comment if they saw the post on Facebook and subsequently what they would write. (See Appendix B for an example.) The probability that an article was presented to respondents was weighted by total engagement levels (the sum of likes, comments, reactions, and shares it received). This process ensured that the posts shown to YouGov respondents were representative of the news articles people were most likely to see on Facebook. Those who indicated they would not write a comment were asked what they would write if they had to do so. This task was repeated three times per respondent. We compare the resulting comments directly to authentic Facebook comments posted on the same set of articles.

The comment elicitation task also included an embedded survey experiment. To test whether prior comments cause people to make uncivil comments themselves (especially if the prior comments are uncivil), we randomized whether respondents were shown two real comments from Facebook on each post or not. When assigned to the comments condition, respondents were specifically shown the two comments with the most likes for each post, which are frequently highlighted by the Facebook algorithm.

Finally, we also draw on two additional nationally representative surveys: the American Trends Panel...
(ATP), conducted by Pew Research Center, and the 2016 survey of the American National Election Studies (ANES). Pew’s ATP surveys have been conducted since 2014. A total of 18,720 respondents have been recruited over the years, although our analyses focus on survey responses from 2016. The ANES 2016 survey was conducted both face-to-face and online with a total of 4,270 respondents.

Measurement

Comment toxicity

To measure comment toxicity, we used the toxicity machine learning model implemented in Google’s Perspective API (Wulczyn et al. 2017). This model is trained on labeled data from sources including human moderator-tagged online comments in Wikipedia’s talk pages and the New York Times comments section. The toxicity score, which ranges from 0–1, indicates the predicted proportion of annotators classifying the comment as “a rude, disrespectful, or unreasonable comment that is likely to make people leave a discussion.” The Perspective API was found to accurately detect toxicity when compared against human coders’ classification of comments on Reddit (Rajadesingan et al. 2020), the New York Times (Muddiman et al. 2019), and Facebook and Twitter (Hopp et al. 2020). The API has been used to detect toxicity on various social media platforms (e.g., Hopp et al. 2020; Rajadesingan et al. 2020), including Facebook comments in particular (Ventura et al. 2021; Hopp et al. 2020). This measure serves as the primary dependent variable in our analyses below.

We provide examples of comments at different levels of the toxicity measure in Table B1 in Online Appendix B. Our reading of these examples, as well as other comments in the sample, suggests that the Perspective toxicity score corresponds well — albeit not perfectly — to the textual contents of the comments. In general, comments with low toxicity scores (<.2) lack uncivil or derogatory remarks, whereas those with moderate scores (toxicity ≈ .5) are often quite rude and inflammatory, and those with high scores (toxicity ≈ .8). See https://developers.perspectiveapi.com/s/about-the-api for more information about the classifier. The classifier only considers text, not emojis or images.
> .8) tend to be extremely toxic and disrespectful.

To validate the Perspective API more formally in our data, we created two alternative measures of toxicity: using a crowd-sourced pairwise rating approach (Carlson & Montgomery 2017) and creating a dictionary of uncivil words (Muddiman et al. 2019). The procedures and results are detailed in Appendix E. As shown in Figure E1, alternative measures of toxicity — one human-labelled and another dictionary-based — are strongly correlated with the Perspective score.

**Commenting behavior**

The three national surveys measured people’s political commenting behavior using somewhat different survey items. In the ANES survey, respondents were asked whether they have “sent a message on Facebook/Twitter about political issues” in the past 12 months and could respond either “have done” or “have not done.” The respondents in the Pew survey were asked how often they “comment, post, or discuss government and politics with others on social media” and could indicate either “often”, “sometimes”, “hardly ever” or “never.” In our YouGov survey, we asked our respondents to indicate how often they write posts on Facebook about content that “concerns politics, public policy, or a controversial social issue such as race, gender, or immigration” on a 9-point scale ranging from “almost constantly” to “never.”

This variable was collapsed into three categories in the regression models: (1) almost constantly—about once a day; (2) a few times a week—less often; (3) never.

**Individual differences and political predispositions**

We compare commenters and non-commenters on a variety of political/personal predispositions measured from the three national surveys, which include political interest, political knowledge, partisan strength, need

---

9The item is not intended to capture other activities such as sharing a news story or “liking” others’ political posts, but it is possible that some respondents misunderstood the question in that way. Such biases, if present, would lead us to underestimate the differences in political attentiveness and polarization since commenting is more “costly” than other activities such as “liking” (Bode 2017). We thank an anonymous reviewer for making this point.
to evaluate, attitudes toward Trump and Clinton, feelings toward the major parties, feelings toward members of the major parties, ideology, and policy opinions (abortion, the Affordable Care Act, and immigration). Given the large number of variables — many of which are based on multi-item batteries — we relegate detailed information about the measurement of each variable to Appendix B, which provides the full text of survey questions and reliability statistics when applicable. Online Appendix C provides descriptive statistics on all of the variables listed above from the Facebook, YouGov, ANES, and Pew data.

Results

Correlates of commenting

First, who comments? Using the two pre-existing surveys and the original national survey, we investigate how self-reported commenters differ from others in their political attentiveness and attitudes. In Figure 1, we test Hypotheses 1a and 1b by examining whether people who report commenting about political issues online show higher levels of political interest, political knowledge, partisan strength, and need to evaluate.10

The results show that commenters’ self-reported interest in politics is higher than non-commenters by 12–24 percentage points (p < .005 in each case). Habitual commenters are also more likely to be more informed about politics (p < .005 in ANES and Pew; p < .1 in YouGov) and to identify themselves as strong partisans (p < .005 in each case). Furthermore, commenters exhibit significantly stronger need to evaluate (p < .005).

In Figure 2, we test Hypotheses 1c and 1d by estimating the extent to which frequent commenters hold more polarized opinions than non-commenters.11 The figure shows that frequent commenters show greater

10 As noted earlier, commenting behavior was measured on a binary item in the ANES survey, whereas the Pew and YouGov surveys employ multiple categories. For clarity, infrequent commenters from the latter two surveys are not included in Figure 1. See Online Appendix D for regression estimates in tabular format, including differences in political interest, knowledge, etc. (versus non-commenters) for infrequent commenters who were omitted from the figure.

11 Pure independents are not included in this analysis. Corresponding regression estimates are provided in Tables D2–D4 in Online Appendix D.
affective polarization across different measures and data sources and that that commenters are more ideologically polarized and express more polarized views on specific issues than do non-commenters.

Comment incivility

We now turn our attention to Hypothesis 2 and consider the effect of self-selection into commenting on the civility of online discourse.

Figure 3 plots the distribution of comment toxicity in our YouGov sample by those who self-report that they comment on Facebook about once a day or more (red dashed line) versus those who do not comment at all (black solid line). We find that frequent Facebook commenters leave slightly more toxic comments than those who never comment about politics on Facebook, which is consistent with Hypothesis 2a.12

However, Figure 3 considers only the comments posted in our elicitation task. How do those comments compare to those posted in the real world? Figure 4 tests Hypothesis 2b by directly comparing the distribution of comment toxicity between our YouGov sample and real-world Facebook comments. The solid line represents the distribution of comment toxicity from our nationally representative sample. The bulk of the distribution is at the low end of our toxicity scores, though there is a long tail. By contrast, the dashed line showing the distribution of comment toxicity from Facebook indicates that aggressive comments are much more common there. The average toxicity scores for the Facebook and YouGov samples are respectively 0.330 and 0.186. In other words, toxicity of real world comments surpasses toxicity of comments by the general public by 77$—a substantial gap. In Figure D3 in Online Appendix D, we additionally show that the difference in toxicity between the Facebook and YouGov samples persists when we drop comments of two words or fewer, suggesting that the difference between YouGov and Facebook comments does not arise because short or low-effort responses (e.g., “no comment”) are more common in the YouGov sample.

12The respondents were asked if they would comment on the post if they saw it on social media. In Figure D1 in Online Appendix D, we compare the distributions of toxicity between those who said they would comment with those who said they would not and find more substantial gaps.
It is important to keep in mind that, while the news articles cover a variety of topics, they were all published from October 6–16, 2018. To help establish that our results generalize beyond this limited time frame, in Appendix D we examine toxicity separately for articles whose titles do or do not contain certain keywords related to high-profile current events (the Brett Kavanaugh confirmation hearings and the 2018 midterm elections). We find that Facebook comments are substantially more toxic than those from the YouGov sample for both types of articles, which suggests that the effect of self-selection on toxicity is likely to hold in other contexts.

Although not originally hypothesized, we also explore potential differences across news sources in Appendix D (see Figures D5 and D6). Importantly, Figure D6 demonstrates considerable variation in toxicity across different news sources, which highlights the importance of drawing on a broad spectrum of partisan and non-partisan media when quantifying the severity of online toxicity.\textsuperscript{13}

**Toxicity and “likes”**

We now consider whether more toxic comments attract more likes on Facebook (Hypothesis 3). Figure 5 visualizes how toxicity relates to the number of likes a comment attracts separately for liberal, conservative, and neutral news outlets. Our data partially support Hypothesis 3. Specifically, we find that likes increase with content toxicity up to about the 80\textsuperscript{th} percentile of the distribution of comments and then declines.\textsuperscript{14} The toxicity score that corresponds to the 80\textsuperscript{th} percentile is 0.53. In other words, the comments that are predicted to be classified as toxic by about 50\% of human coders tend to be most popular. As shown in Table B1 in Online Appendix B, the comments in this range of toxicity (0.5–0.6) are fairly inflammatory, even though they contain less profanity than those in the 0.9–1 range. While this pattern is consistent across the ideological spectrum of news outlets, it is stronger for partisan outlets, especially liberal ones.

\textsuperscript{13}We thank an anonymous reviewer for suggesting these analyses.
\textsuperscript{14}This nonlinear relationship was not originally hypothesized.
Incivility contagion

Finally, we examine whether toxic comments cause other users to write more toxic comments and/or more comments overall in response (Hypotheses 4a and 4b). Figure 6 depicts the relationship between the toxicity of the two most-liked comments of each article — i.e., those most likely to be highlighted as “featured comments” by Facebook’s algorithm at the time our study was fielded — and two quantities: the number of total comments that it garners and the toxicity of other comments. Consistent with Hypotheses 4a and 4b, we find that articles with toxic featured comments tend to receive more comments and that when the featured comments are toxic, the content of subsequent comments is more toxic.

However, the Facebook data are observational and cannot distinguish the effects of exposure to toxic top comments from the effects of other attributes of the articles that attracted toxic comments in the first place.

We therefore return to our YouGov survey data to fully test Hypotheses 4a and 4b, estimating the causal effect of exposure to toxic comments. In our survey experiment, we randomly varied whether the two most-liked Facebook comments on the post in question (i.e., the ones most likely to have been actually surfaced to users on the platform) would be displayed.

Figure 7a first illustrates the effects of exposure to other comments on respondents’ willingness to offer their own comments by plotting local polynomial fits for both the average toxicity of featured comments and willingness to write comments separately for respondents not shown featured comments (solid line) and those shown featured comments (dashed line). The closely overlapping lines indicate that we find no measurable effect of comment exposure on willingness to comment irrespective of the severity of the toxicity of the comments randomly shown to respondents.

However, Figure 7b shows that exposure to the featured comments increases the toxicity of respondents’ elicited comments when the contents of the featured comments themselves are toxic. Exposure to relatively

15Participants treated with prior comments could respond either to the article or to a previous comment. By design, those in the control group wrote “top-level” comments.
civil comments has no significant effect on comment toxicity. However, respondents shown very toxic comments write much more toxic comments compared to those shown the same articles without the featured comments. Being exposed to the worst comments in the pool (toxicity ≈ .9) increases the toxicity of respondents’ comments from 0.21 to 0.33, an estimated effect of approximately 0.5 standard deviations when featured comment toxicity is at its maximum. In Table D7 in Appendix D, we verify these graphical findings using linear regression models.

### Conclusion

This study examines who comments on social media about politics and the factors associated with uncivil or toxic comments. We make several important contributions. First, we extend previous research on who self-selects into online political commenting (e.g., Settle 2018) using a variety of variables measuring personal and political traits across three national surveys. Building on the conclusions of Settle (2018), Settle et al. (2016), Smith (2013), Smith (2014), and Weeks et al. (2017), we confirm prior research showing that politically involved partisans are most vocal in online public discourse and offer further evidence that commenters hold more intense opinions and polarized attitudes on a range of subjects.

Second, building on Ventura et al. (2021), Coe et al. (2014), Chen (2017), Muddiman & Stroud (2017), Sobieraj & Berry (2011), Oz et al. (2018), and Papacharissi (2004), we provide the most systematic evidence to date on the extent to which online comments express disrespect in a toxic manner. By collecting more than 6 million comments on more than 11,000 news articles from 33 different news sources, we overcome a common limitation in previous research that relies on relatively limited number of comments and/or sources. Indeed, we find sizable differences in comment toxicity across different news sources, which suggests that researchers should take outlet-level variation into consideration when studying incivility of online comments. Furthermore, prior studies have often subjectively characterized the relative prevalence of toxicity or incivility in such samples (e.g., Coe et al. 2014; Papacharissi 2004). We instead compare real-world comments.
with those elicited from a nationally representative sample, a new benchmark that allows us to show how unrepresentative online commenters are and the extent to which the toxicity we observe from them differs from what we would observe from the public as a whole. Our analysis shows that Facebook comments are about 77% more toxic than comments by the general public, implying that the distorting prism of social media greatly exaggerates people’s hostility toward one another.

Third, we demonstrate that algorithmic selection of top comments can increase the visibility of toxicity in the Facebook ecosystem. Though much research has attempted to quantify the toxicity of comments that exist online (e.g., Coe et al. 2014; Sobieraj & Berry 2011), relatively little attention has been paid to whether comments seen by other users are particularly toxic. Consistent with Muddiman & Stroud (2017) and Shmargad et al. (2021), we show that more toxic comments generally attract more likes. In this way, user rating systems that amplify highly engaging content could attract further attention to toxic comments, making online discussion as a whole seem even more hostile than it actually is.

Finally, we provide new experimental evidence investigating concerns about the potential effects of online incivility on subsequent discussion (e.g., Gervais 2015). We find no evidence that exposure to the two most-liked comments on an article post — which are frequently featured by Facebook’s algorithm — affects people’s willingness to comment, but exposure to toxic featured comments does increase the toxicity of the comments respondents write after exposure. Our analysis clarifies mixed prior evidence on incivility contagion (Cheng et al. 2017; Gervais 2015; Kwon & Gruzd 2017; Shmargad et al. 2021; Ziegele et al. 2018) by providing externally valid experimental data showing that toxicity can spread from comment to comment.

Our findings also have important implications for contemporary debates about algorithmic bias and content moderation (Gillespie 2018; Gorwa et al. 2020). In particular, we add to a small but growing body of evidence illustrating how algorithms optimized to boost engagement can contribute to toxic environments on social media. When considered in combination with our evidence on self-selection into commenting, our study raises concerns about the potential for self-reinforcing dynamics in which highly engaged commenters
deter citizens with less solidified opinions from participating in online conversations, which in turn leads to even more toxic and polarizing debates. Our experiment suggests that the practice of featuring the most-engaged comment on a news post can have the potentially unintended effect of encouraging downstream incivility, making insults and name-calling an even more salient feature of online discussion. Social platforms that seek to expand their user base should emphasize features and affordances that minimize disruptive and uncivil behavior that could make them less attractive as participatory spaces. For their part, news organizations committed to fostering healthy debates can implement their own content moderation policies, either via groups that they control or inclusive community-based social norms (Matias 2019). Ultimately, our results call attention to the democratic benefits of expanding participation in online collective debate by designing spaces that reward broad, constructive engagement rather than insults and posturing among a committed few.

We conclude by noting several important limitations of our study. First, our real-world comments were collected exclusively from Facebook. Although it is one of the largest social media platforms, Facebook commenters can differ from those on other platforms such as YouTube, Reddit, and 4chan (e.g., Duggan & Smith 2013).

In addition, the artificiality of the comment elicitation task could have affected our results. On the one hand, the lack of social monitoring might make toxic commenting more likely. However, comments from respondents who say they post comments on Facebook are still generally less toxic than the actual Facebook comments we observe. Alternatively, it is possible that respondents censor themselves due to social desirability concerns or that the online survey environment does not produce the same level of toxicity as a real-world social media feed. Future research should examine how to best approximate real-world commenting behavior in online surveys.

Third, we cannot test over-time dynamics in this study. We have shown that people who are more politically polarized are more likely to engage in toxic commenting behavior and that exposure to toxic comments
can lead users to post increasingly toxic comments of their own, but do not show how or if these effects compound over time. The necessary ingredients for increasing spirals of toxicity — in which toxic comments lead to more toxic comments through increasingly extreme posting behavior and negative selection — are clearly present on Facebook. Future research should examine these spirals and the extent to which they intersect with algorithmic ranking processes (e.g., Ribeiro et al. 2020), which themselves are constantly adapting and evolving (e.g., Munger 2019).

Fourth, we focus on one key attribute of online comments: toxicity. Notwithstanding the growing concern about the incivility of online political discourse, toxicity is not the only dimension in which social media may fail to reflect the general public. Online discussion could amplify extreme views that very few citizens share, or it could center on particular topics in which most people are not interested. Future research should explore how these characteristics (toxicity, extremity, and topic salience) are related to one another, and examine the potential role that self-selection and algorithmic selection play in making each of those attributes a notable feature of political discourse on social media.

On a related note, although we demonstrated that toxicity can fuel further toxicity, we did not examine how it, in turn, affects other aspects of deliberation. Given the findings of prior research that online comments with uncivil remarks often offer reasoned arguments and evidence (Chen 2017; Rossini 2020), it may be possible that toxicity ultimately sparks heated yet constructive exchanges between opposing sides. On the other hand, toxicity could activate in-group favoritism and out-group antagonism, thus motivating people to toe the partisan line instead of engaging with diverse perspectives and new ideas (Bail 2021; Rathje et al. 2021; Suhay et al. 2018). We leave it for future research to adjudicate between these possibilities by assessing the extent to which incivility promotes or impedes political deliberation on social media.

Finally, questions remain about how exposure to uncivil comments influences downstream attitudes and perceptions. The distortions that we document in who comments and which comments are featured could cause people to make false inferences about polarization and toxicity among opposing partisans, for instance.
Similarly, future work should focus more clearly on the mechanisms of how incivility and toxicity affect outcomes.

Despite these limitations, our findings offer an important lesson for research investigating online commenting behavior. Just as the study of voting behavior considers both turnout and vote choice, online commenting behavior consists of both the decision to post and the content of what is written. Research that relies solely on digital trace data to estimate textual features selects on this first outcome, creating potential biases (Nyhan et al. 2017).16 By eliciting comments from a representative sample and comparing them to what we observe online, we can make valid inferences about both the correlates of posting and the content of the comments that respondents offer. Future research should build on these insights and more carefully consider the role of selection into commenting behavior, exposure to toxicity, and algorithmic amplification in creating toxicity in online comments, an important and highly visible form of incivility in contemporary political life.

16Such biases can be accounted for when digital trace data are linked at the respondent level to representative surveys, though samples with behavioral data from largely closed social platforms such as Facebook are rare and beset by privacy challenges (Guess et al. 2019; Stier et al. 2020).
Figure 1: Differences in political engagement and involvement between online commenters and non-commenters.

OLS regression estimates with 95% confidence intervals. DVs are the forms of political engagement/involvement. Featured IV is an indicator variable for non-commenters (0) and commenters (1). Circles indicate mean differences between self-reported online commenters and non-commenters. Full regression estimates and information about measures are provided in table D1 in Online Appendix D. All variables are rescaled to 0–1.
OLS regression estimates with 95% confidence intervals. Triangles indicate the partisan difference (Republicans minus Democrats) among self-reported online commenters. Circles indicate the partisan difference (Republicans minus Democrats) among non-commenters. Full regression estimates are provided in Tables D2–D4 in Online Appendix D. All variables are rescaled to 0–1 where 1 indicates the most pro-Republican attitudes. The partisan gap is significantly wider among commenters than non-commenters in all cases ($p < 0.05$).
Kernel density estimates of the distribution of the toxicity scores from Google’s Perspective API. Mean comment toxicity among non-commenters, infrequent commenters (not shown in this figure), and frequent commenters is 0.18, 0.19 and 0.22, respectively. The mean difference between non-commenters and frequent commenters (0.04) is statistically significant ($p < 0.005$). Table D5 in Online Appendix D provides these estimates in tabular format.
Kernel density estimates of the distribution of the toxicity scores from Google’s Perspective API. This figure compares 1,188,454 Facebook comments posted on 457 news articles sampled for the YouGov survey instrument with 6,567 comments solicited in the YouGov survey on the same set of articles. Comments on the 10,851 articles not included in the YouGov survey were omitted for this figure. The average comment toxicity was 0.19 for YouGov comments and 0.33 for Facebook comments. The mean difference between non-commenters and frequent commenters (0.14) was statistically significant ($p < 0.005$). Table D6 in Online Appendix D provides these estimates in tabular format.

Local polynomial fits of the relationship between comment likes and the percentile of toxicity, separately estimated for neutral, liberal and conservative outlets ($n = 6,485,910$).
Figure 6: Relationship between toxicity of top comments and features of other comments

(a) Number of other comments

(b) Toxicity of other comments

Local polynomial fits estimating the relationships between average toxicity of top 2 comments and (a) number of other comments and (b) toxicity of other comments ($n = 11,252$).

Figure 7: Effects of comment exposure on willingness to comment and toxicity of respondent comments

(a) Willingness to comment

(b) Toxicity of respondent comments

Local polynomial fits estimating the relationship between average toxicity of top 2 comments and (a) willingness to write follow-up comments and (b) toxicity of respondents’ comments.
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Online Appendix A: Full list of Facebook news pages scraped

We chose the following pages based on the list put together by Mitchell et al. (2014). The authors of that report selected the news sources “so as to ask respondents about a range of news media, both in terms of platform and audience size, including some sources with large mass audiences as well as some niche sources. Most of the sources are drawn from those asked about in past Pew Research Center surveys on media consumption.” We excluded Al Jazeera America, Google News and BuzzFeed, and replaced The Colbert Report and The Ed Schultz Show with Late Show with Stephen Colbert and The Rachel Maddow Show. We were able to gather the content of 11,305 posts and 6,485,910 comments from October 6–16, 2018. Given that we lack individual-level data on Facebook users, we could not screen our data for posts from likely bots.¹

In order to code the ideological leanings of these outlets, we calculated partisan composition of each outlet’s audience – i.e., the share of Republicans between Republicans and Democrats. We then classified outlets with the proportion of Republicans lower than .4 as “liberal,” between .4 and .6 as “neutral,” and higher than .6 as “conservative” outlets; and classified The Rachel Maddow Show and The Late Show with Stephen Colbert as liberal sources.

¹We are not aware of credible estimates of bot prevalence on Facebook. Even if the proportion of posts from inauthentic accounts is non-negligible, their presence should not affect experimental effect estimates.
<table>
<thead>
<tr>
<th>News outlet</th>
<th>Share of Republicans</th>
<th>Ideology (3 types)</th>
<th>Average toxicity</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ABC</td>
<td>0.45</td>
<td>neutral</td>
<td>0.27</td>
<td>304700</td>
</tr>
<tr>
<td>2 BBC</td>
<td>0.30</td>
<td>liberal</td>
<td>0.19</td>
<td>10549</td>
</tr>
<tr>
<td>3 Bloomberg</td>
<td>0.52</td>
<td>neutral</td>
<td>0.24</td>
<td>21324</td>
</tr>
<tr>
<td>4 Breitbart</td>
<td>0.95</td>
<td>conservative</td>
<td>0.35</td>
<td>992122</td>
</tr>
<tr>
<td>5 CBS</td>
<td>0.42</td>
<td>neutral</td>
<td>0.35</td>
<td>213950</td>
</tr>
<tr>
<td>6 CNN</td>
<td>0.37</td>
<td>liberal</td>
<td>0.31</td>
<td>853196</td>
</tr>
<tr>
<td>7 The Late Show with Stephen Colbert</td>
<td>0.25</td>
<td>liberal</td>
<td>0.26</td>
<td>15366</td>
</tr>
<tr>
<td>8 Daily Kos</td>
<td>0.11</td>
<td>liberal</td>
<td>0.37</td>
<td>24462</td>
</tr>
<tr>
<td>9 The Daily Show with Trevor Noah</td>
<td>0.18</td>
<td>liberal</td>
<td>0.29</td>
<td>42038</td>
</tr>
<tr>
<td>10 The Economist</td>
<td>0.34</td>
<td>liberal</td>
<td>0.23</td>
<td>39209</td>
</tr>
<tr>
<td>11 Fox News Channel</td>
<td>0.72</td>
<td>conservative</td>
<td>0.28</td>
<td>1577292</td>
</tr>
<tr>
<td>12 Glenn Beck</td>
<td>0.98</td>
<td>conservative</td>
<td>0.29</td>
<td>28629</td>
</tr>
<tr>
<td>13 The Guardian</td>
<td>0.25</td>
<td>liberal</td>
<td>0.25</td>
<td>136613</td>
</tr>
<tr>
<td>14 Huffington Post</td>
<td>0.33</td>
<td>liberal</td>
<td>0.34</td>
<td>317701</td>
</tr>
<tr>
<td>15 Mother Jones Post</td>
<td>0.04</td>
<td>liberal</td>
<td>0.34</td>
<td>24001</td>
</tr>
<tr>
<td>16 MSNBC</td>
<td>0.36</td>
<td>liberal</td>
<td>0.32</td>
<td>178990</td>
</tr>
<tr>
<td>17 NBC</td>
<td>0.40</td>
<td>liberal</td>
<td>0.32</td>
<td>214070</td>
</tr>
<tr>
<td>18 New Drudge</td>
<td>0.91</td>
<td>conservative</td>
<td>0.30</td>
<td>4836</td>
</tr>
<tr>
<td>19 The New Yorker</td>
<td>0.17</td>
<td>liberal</td>
<td>0.29</td>
<td>23039</td>
</tr>
<tr>
<td>20 NPR</td>
<td>0.26</td>
<td>liberal</td>
<td>0.25</td>
<td>160377</td>
</tr>
<tr>
<td>21 The New York Times</td>
<td>0.26</td>
<td>liberal</td>
<td>0.28</td>
<td>209738</td>
</tr>
<tr>
<td>22 PBS</td>
<td>0.30</td>
<td>liberal</td>
<td>0.23</td>
<td>55252</td>
</tr>
<tr>
<td>23 Politico</td>
<td>0.38</td>
<td>liberal</td>
<td>0.29</td>
<td>94070</td>
</tr>
<tr>
<td>24 The Rachel Maddow Show</td>
<td>0.09</td>
<td>liberal</td>
<td>0.36</td>
<td>105689</td>
</tr>
<tr>
<td>25 Rush Limbaugh</td>
<td>0.96</td>
<td>conservative</td>
<td>0.28</td>
<td>41720</td>
</tr>
<tr>
<td>26 Sean Hannity</td>
<td>0.96</td>
<td>conservative</td>
<td>0.34</td>
<td>97286</td>
</tr>
<tr>
<td>27 Slate</td>
<td>0.18</td>
<td>liberal</td>
<td>0.32</td>
<td>22517</td>
</tr>
<tr>
<td>28 The Blaze</td>
<td>0.97</td>
<td>conservative</td>
<td>0.31</td>
<td>47017</td>
</tr>
<tr>
<td>29 Think Progress</td>
<td>0.03</td>
<td>liberal</td>
<td>0.32</td>
<td>25745</td>
</tr>
<tr>
<td>30 USA Today</td>
<td>0.47</td>
<td>neutral</td>
<td>0.29</td>
<td>190707</td>
</tr>
<tr>
<td>31 The Washington Post</td>
<td>0.31</td>
<td>liberal</td>
<td>0.30</td>
<td>189020</td>
</tr>
<tr>
<td>32 The Wallstreet Journal</td>
<td>0.49</td>
<td>neutral</td>
<td>0.24</td>
<td>46338</td>
</tr>
<tr>
<td>33 Yahoo</td>
<td>0.48</td>
<td>neutral</td>
<td>0.28</td>
<td>198347</td>
</tr>
</tbody>
</table>
Online Appendix B: Instruments and measurement

Perspective API Classifier

We calculated toxicity scores for each comment using the toxicity machine learning model from the Google Perspective API that was trained to identify “rude, disrespectful, or unreasonable comment” that would make people “leave a discussion” (see https://developers.perspectiveapi.com/s/about-the-api for details). The following table provides randomly selected Facebook comments by toxicity.

Table B1: Randomly selected comments by toxicity

<table>
<thead>
<tr>
<th>Toxicity</th>
<th>Text</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>Pres. Trump is a wizard. He knows and is aware of his enemies and keeps them close. He definitely has his original strategy in handing matters at hand. There is a perfect time and place for everything underneath the sun. MAGA. God bless America and President Donald Trump. what would him meeting with emergency responders accomplish?</td>
</tr>
<tr>
<td>0.2</td>
<td>Pack your bags and go! W was just laying the groundwork. Anyone remember the Patriot Act?</td>
</tr>
<tr>
<td>0.3</td>
<td>This is a bad man. We lived in London for four years and Scotland six years and my husband was allowed to own a shotgun for game hunting with his customers... It was licensed, required lock, stock and barrels to be stored separately AND the police had unannounced “drop by inspections” by police who did NOT carry firearms!! I fear Europe is a lost cause and it is heartbreaking!!</td>
</tr>
<tr>
<td>0.4</td>
<td>Scarlett fever is a rash associated with strep throat. We don’t vaccinate against it because it has a bacterial cause you dope, we give antibiotics for it. And, kids still get it :/ I believe that this ok considering what filth the left is saying</td>
</tr>
<tr>
<td>0.5</td>
<td>Its OK let’s go all out and vote this errant politician out simple as ABC the judiciary is under siege by trump goons Your failure.</td>
</tr>
<tr>
<td>0.6</td>
<td>Dem=Nazi It doesn’t matter if the issue is a big deal or not. You’re not going to fix that before election day and maybe never with the Supreme Court being what it is. I can absolutely guarantee that hand wringing and pearl clutching will fix nothing. Dealing with it is not a big deal. It’s an annoying deal. It’s a bullshit deal. It’s something you shouldn’t have to screw with but it’s hardly insurmountable.</td>
</tr>
<tr>
<td>0.7</td>
<td>coverd face troll...typical leftie! The biggest con in American history. He lied himself into the WH.</td>
</tr>
<tr>
<td>0.8</td>
<td>Lol what a loser school You’re such a hoser eh!</td>
</tr>
<tr>
<td>0.9</td>
<td>this racist man. what a crook. Ugly trasvestry we dont care about you either hoe. You only care about yourself and money</td>
</tr>
<tr>
<td>1.0</td>
<td>Phil, you are a fucking idiot. Now please go play in traffic and do America a favor. Fuck you Trump you’re a stinking piece of shite.</td>
</tr>
</tbody>
</table>
Overview of survey measurement approaches

Commenting behavior
As mentioned in the main text, the three national surveys measured people’s political commenting behavior using somewhat different survey items. In the ANES survey, respondents were asked whether they have “sent a message on Facebook/Twitter about political issues” in the past 12 months, to which they responded either “have done” or “have not done.” The respondents in the Pew survey were asked how often they “comment, post, or discuss government and politics with others on social media,” to which they indicated either “often”, “sometimes”, “hardly ever” or “never.” In our YouGov survey, we asked our respondents to indicate how often they write posts on Facebook about content that “concerns politics, public policy, or a controversial social issue such as race, gender, or immigration” on a 9-point scale ranging from “almost constantly” to “never.” This variable was collapsed into three categories in the regression models: (1) almost constantly—about once a day; (2) a few times a week—less often; (3) never.

Prior research has shown that survey responses on political media consumption and social media behavior are often inaccurate (e.g., Guess 2015; Guess et al. 2019; Haenschen 2019). The YouGov item was designed to overcome some of the well-known problems in conventional survey questions by incorporating frequency ranges that are granular and clearly defined — e.g., “about once a day” instead of “often” — and including a relatively detailed explanation of what counts as a political issue (Guess et al. 2019). In addition, whereas the ANES and Pew items may capture online political discussion in general, the YouGov item pertains to writing political posts on Facebook in particular. Of course, none of these items is without measurement error. But employing multiple data sources with different survey instruments ensures the robustness of our findings. Please see Online Appendix B for full survey question wordings.

Individual differences and political predispositions
We compare commenters and non-commenters on a variety of political/personal predispositions measured from the three national surveys, which include political interest, political knowledge, partisan strength, need to evaluate, attitudes toward Trump and Clinton, feelings toward the major parties, feelings toward members of the major parties, ideology, opinions on abortion, the Affordable Care act, and immigration. Here, we highlight a few important differences in question wording and operationalization across different surveys.

First, political knowledge was measured using standard batteries (e.g., the ANES and our YouGov survey ask for how many years is a United States Senator elected per Delli Carpini & Keeter 1996). The Pew survey tapped into “visual political knowledge” (Prior 2014) by asking factual questions about pictures, maps, or graphs. In addition, whereas ANES and Pew measured people’s attitudes toward Trump using a feeling thermometer question with a 100-degree scale, our YouGov survey measured whether people approved or disapproved of Trump’s performance in office. Finally, while the ANES survey measured affective polarization by asking about people’s feelings toward “the Republican Party” and “the Democratic Party”, the Pew survey measured the concept by asking about feelings toward “Republicans” and “Democrats.” As Settle (2018, 230) notes, the relationship between commenting and affective polarization may depend on whether people are asked about the parties or the voters identifying with each party (see also Druckman & Levedusky 2019). At the same time, these alternative measurement approaches allow us to assess the robustness of the associations.

In what follows, we provide full text of survey questions and reliability statistics when applicable.

YouGov

Survey section
Facebook use: How frequently do you use Facebook?

- Almost constantly
- Several times a day
- About once a day
- A few times a week
- About once a week
- A few times a month
- Once a month
- Less often
- Never

Facebook commenting: [if Facebook use != never] Now we’d like to ask you about content on Facebook that concerns politics, public policy, or a controversial social issue such as race, gender, or immigration.

Thinking about this kind of content, how often do you write posts on Facebook about this kind of content? (This variable was collapsed into three categories in the regression models: (1) almost constantly–about once a day; (2) a few times a week–less often; (3) never. Those who indicated that they don’t use Facebook in the previous item were included in the “never” category)

- Almost constantly
- Several times a day
- About once a day
- A few times a week
- About once a week
- A few times a month
- Once a month
- Less often
- Never.

Political interest: Generally, how interested are you in politics?

- Extremely interested
- Very interested
- Somewhat interested
- Not very interested
- Not at all interested

Political knowledge index: The next set of questions helps us learn what types of information are commonly known to the public. Please answer these questions on your own without asking anyone or looking up the answers. Many people don’t know the answers to these questions, but we’d be grateful if you would please answer every question even if you’re not sure what the right answer is. It is important to us that you do NOT use outside sources like the Internet to search for the correct answer. Will you answer the following questions without help from outside sources? (The number of correct answers the following 5 items was counted and rescaled to 0–1, where 1 indicates being correct on all questions; Cronbach’s \( \alpha = 0.72 \))

- Yes
-No

Political knowledge item 1: For how many years is a United States Senator elected - that is, how many years are there in one full term of office for a U.S. Senator?

- Two years
- Four years
- Six years
- Eight years
- None of these
- Don’t know

Political knowledge item 2: How many times can an individual be elected President of the United States under current laws?

- Once
- Twice
- Four times
- Unlimited number of terms
- Don’t know

Political knowledge item 3: How many U.S. Senators are there from each state?

- One
- Two
- Four
- Depends on which state
- Don’t know

Political knowledge item 4: Who is currently the Prime Minister of the United Kingdom?

- Richard Branson
- Nick Clegg
- David Cameron
- Theresa May
- Margaret Thatcher
- Don’t know

Political knowledge item 5: For how many years is a member of the United States House of Representatives elected - that is, how many years are there in one full term of office for a U.S. House member?

- Two years
- Four years
- Six years
- Eight years
- For life
-Don’t know

Partisan strength: We recoded the standard 7-point measure of partisan identification provided by YouGov to a 0–1 scale, where 1 indicates “strong Democrat” or “strong Republican” and 0 indicates pure independents.

Republican: We recoded the standard 7-point measure of partisan identification, provided by YouGov into a binary partisanship variable where 0 indicates Democrats or leaning Democrats, and 1 indicates Republicans or leaning Republicans. Pure independents were dropped from this variable.

Trump support: Do you approve or disapprove of the way Donald Trump is handling his job as President? (This variable was rescaled to 0–1, where 1 indicates “strongly approve.”)

-Strongly approve
-Somewhat approve
-Somewhat disapprove
-Strongly disapprove

Ideology: We hear a lot of talk these days about liberals and conservatives. Here is a seven-point scale on which the political views that people might hold are arranged from extremely liberal to extremely conservative. Where would you place yourself on this scale, or have you not thought much about this? (This variable was rescaled to 0–1, where 1 indicates “extremely conservative.”)

-Extremely liberal
-Liberal
-Slightly liberal
-Moderate; middle of the road
-Slightly conservative
-Conservative
-Extremely conservative
-Haven’t thought much about this

Experimental section

The following task was repeated three times per respondent via random draw from a lookup table — i.e., no article preview was shown more than once to a given respondent. Each article was presented with or without the highest-engagement comments it received on Facebook. The randomization was executed at the article level with weights corresponding to total engagement levels (the sum of likes, comments, reactions, and shares that the article received on Facebook).

Please read the Facebook post below.
Willingness to write a comment: We are interested in your reaction to the Facebook post above. If you saw it in your Facebook News Feed, would you comment on it? (either on the article or on a previous comment) (This variable was rescaled to 0–1 where 1 indicates “definitely yes.”)

- Definitely yes
- Probably yes
- Probably no
- Definitely no

[If yes] What would you write?

[text box]

[If no] If you had to comment on the article or a previous comment, what would you write?
American National Election Studies 2016

Commenting behavior: During the past 12 months, have you ever posted a message on Facebook or Twitter about a political issue, or have you never done this in the past 12 months?

- Have done this in past 12 months
- Have not done this in the past 12 months

Partisanship items: Generally speaking, do you usually think of yourself as [a Democrat, a Republican / a Republican, a Democrat], an independent, or what? IF R CONSIDERS SELF A DEMOCRAT: / IF R CONSIDERS SELF A REPUBLICAN: Would you call yourself a strong [Democrat / Republican] or a not very strong [Democrat / Republican]? IF R’S PARTY IDENTIFICATION IS INDEPENDENT, NO PREFERENCE, OTHER, DK: Do you think of yourself as closer to the Republican Party or to the Democratic Party? (We coded these items into the standard 7-point partisanship scale.)

Partisan strength: We recoded the standard 7-point measure of partisan identification, where 1 indicates “strong Democrat” or “strong Republican” and 0 indicates pure independents.

Republican: We recoded the standard 7-point measure of partisan identification, into a binary partisanship variable where 0 indicates Democrats or leaning Democrats, and 1 indicates Republicans or leaning Republicans. Pure independents were dropped from this variable.

Like Trump: Looking at page [PRELOAD: page] of the booklet How would you rate: Donald Trump (This variable was measured on the standard feeling thermometer scale (0–100, where 100 is the warmest feeling), and rescaled to 0–1 where 1 indicates 100.)

Dislike Clinton: Looking at page [PRELOAD: page] of the booklet How would you rate: Hillary Clinton (This variable was measured on the standard feeling thermometer scale (0–100, where 100 is the warmest feeling), and rescaled to 0–1 where 1 indicates 0.)

Like the Republican Party: Looking at page [PRELOAD: page] of the booklet How would you rate: the Republican Party (This variable was measured on the standard feeling thermometer scale (0–100, where 100 is the warmest feeling), and rescaled to 0–1 where 1 indicates 100.)

Dislike the Democratic Party: Looking at page [PRELOAD: page] of the booklet How would you rate: the Democratic Party (This variable was measured on the standard feeling thermometer scale (0–100, where 100 is the warmest feeling), and rescaled to 0–1 where 1 indicates 0.)

Anti-immigration index: was constructed based on the following 5 items and scaled 0–1 such that 1 indicates the most anti-immigration attitude (Cronbach’s $\alpha = 0.83$).

Anti-immigration item 1: Do you think the number of immigrants from foreign countries who are permitted to come to the United States to live should be [increased a lot, increased a little, left the same as it is now, decreased a little, or decreased a lot / decreased a lot, decreased a little, left the same as it is now, increased
a little, or increased a lot]?

Anti-immigration item 2: Now I’d like to ask you about immigration in recent years. How likely is it that recent immigration levels will take jobs away from people already here [extremely likely, very likely, somewhat likely, or not at all likely / not at all likely, somewhat likely, very likely, or extremely likely]?

Anti-immigration item 3: And now thinking specifically about immigrants. (Do you [agree strongly, agree somewhat, neither agree nor disagree, disagree somewhat, or disagree strongly / disagree strongly, disagree somewhat, neither agree nor disagree, agree somewhat or agree strongly] with the following statement?) ‘Immigrants are generally good for America’s economy.’

Anti-immigration item 4: (Do you [agree strongly, agree somewhat, neither agree nor disagree, disagree somewhat, or disagree strongly / disagree strongly, disagree somewhat, neither agree nor disagree, agree somewhat or agree strongly] with the following statement?) ‘America’s culture is generally harmed by immigrants.’

Anti-immigration item 5: (Do you [agree strongly, agree somewhat, neither agree nor disagree, disagree somewhat, or disagree strongly / disagree strongly, disagree somewhat, neither agree nor disagree, agree somewhat or agree strongly] with the following statement?) ‘Immigrants increase crime rates in the United States.’

Political interest: How interested would you say you are in politics? Are you [very interested, somewhat interested, not very interested, or not at all interested / not at all interested, not very interested, somewhat interested, or very interested]? (This variable was rescaled to 0–1 where 1 indicates “very interested.”)

Political interest: (Do you [agree strongly, agree somewhat, neither agree nor disagree, disagree somewhat, or disagree strongly / disagree strongly, disagree somewhat, neither agree nor disagree, agree somewhat or agree strongly] with the following statement?) ‘Immigrants increase crime rates in the United States.’

Political knowledge index: The number of correct answers the following 4 items was counted and rescaled to 0–1, where 1 indicates being correct on all questions (Cronbach’s $\alpha = 0.50$).

Political knowledge item 1: For how many years is a United States Senator elected that is, how many years are there in one full term of office for a U.S. Senator? TYPE THE NUMBER.

Political knowledge item 2: On which of the following does the U.S. federal government currently spend the least? Randomized response option order

- Foreign aid
- Medicare
- National defense
- Social Security

Political knowledge item 3: Do you happen to know which party currently has the most members in the U.S. House of Representatives in Washington?

- Democrats
- Republicans

Political knowledge item 4: Do you happen to know which party currently has the most members in the U.S. Senate?

- Democrats
- Republicans

Need to evaluate index: was constructed based on the following 5 items and scaled 0–1 such that 1 indicates the strongest need to evaluate (Cronbach’s $\alpha = 0.74$).

Need to evaluate item 1: Thinking about yourself, please indicate whether or not the statement is characteristic of you or what you believe: I like to have strong opinions even when I am not personally involved

- Extremely uncharacteristic of me
- Somewhat uncharacteristic of me
- Uncertain
- Somewhat characteristic of me
- Extremely characteristic of me

Need to evaluate item 2: I form opinions about everything

- Extremely uncharacteristic of me
- Somewhat uncharacteristic of me
- Uncertain
- Somewhat characteristic of me
- Extremely characteristic of me

Need to evaluate item 3: It is very important to me to hold strong opinions

- Extremely uncharacteristic of me
- Somewhat uncharacteristic of me
- Uncertain
- Somewhat characteristic of me
- Extremely characteristic of me

Need to evaluate item 4: It bothers me to remain neutral

- Extremely uncharacteristic of me
- Somewhat uncharacteristic of me
- Uncertain
- Somewhat characteristic of me
- Extremely characteristic of me

Need to evaluate item 5: I have many more opinions than the average person

- Extremely uncharacteristic of me
- Somewhat uncharacteristic of me
- Uncertain
- Somewhat characteristic of me
- Extremely characteristic of me

*Need to evaluate item 6:* I would rather have a strong opinion than no opinion at all

- Extremely uncharacteristic of me
- Somewhat uncharacteristic of me
- Uncertain
- Somewhat characteristic of me
- Extremely characteristic of me

*Ideology:* Where would you place yourself on this scale, or haven’t you thought much about this? (This variable was rescaled to 0–1, where 1 indicates “extremely conservative.”)

- Extremely liberal
- Liberal
- Slightly liberal
- Moderate; middle of the road
- Slightly conservative
- Conservative
- Extremely conservative
- Haven’t thought much about this

*Pro-life:* There has been some discussion about abortion during recent years. Which one of the opinions on this page best agrees with your view? You can just tell me the number of the opinion you choose. (This variable was rescaled to 0–1 where 1 indicates the answer that “abortion should never be permitted.”)

- By law, abortion should never be permitted.
- By law, only in case of rape, incest, or woman’s life in danger.
- By law, for reasons other than rape, incest, or woman’s life in danger if need established
- By law, abortion as a matter of personal choice.

*Oppose ACA* was measured by following items and rescaled to 0–1 where 1 indicates “oppose a great deal”:

Do you favor, oppose, or neither favor nor oppose the health care reform law passed in 2010? This law requires all Americans to buy health insurance and requires health insurance companies to accept everyone.

IF R FAVORS THE 2010 HEALTH CARE LAW: Do you favor that [a great deal, moderately, or a little / a little, moderately, or a great deal]?

IF R OPPOSES THE 2010 HEALTH CARE LAW: Do you oppose that [a great deal, moderately, or a little / a little, moderately, or a great deal]?
Pew American Trends Panel Survey instrument

*Commenting behavior:* Thinking about ways you might use social media sites like Facebook or Twitter... How often do you comment, post, or discuss government and politics with others on social media? (This variable was rescaled to 0–1 where 1 indicates “often.”)

- Often
- Sometimes
- Hardly ever
- Never

*Political interest:* How interested are you in keeping up with news and information about the activities of THE FEDERAL GOVERNMENT?

1 Very interested
2 Somewhat interested
3 Not very interested
4 Not at all interested
5 Refused

*Political knowledge* was measured based on the following 12 items, and rescaled tp 0–1 where 1 indicates being correct on the all 12 answers (Cronbach’s $\alpha = 0.71$).

*Political knowledge item 1:* What does the line on the map represent?

- Mississippi River
- New Madrid Fault
- Proposed Keystone XL Pipeline
- Expansion of the Midwest Regional Railroad Line

*Political knowledge item 2:* What is the name of this person?
- Malcolm X
- Martin Luther King, Jr.
- Jesse Jackson
- Thurgood Marshall

*Political knowledge item 3:* Which country is Pope Francis originally from?

*Political knowledge item 4:* The United States recently announced that it would re-establish diplomatic relations with which of the following countries?
   1. Russia
   2. North Korea
   3. Cuba
   4. Yemen

*Political knowledge item 5:* Who is Malala Yousafzai?
1 2014 Nobel Peace Prize recipient
2 The first Muslim woman elected to the U.S. Congress
3 An Academy Award-winning director
4 Pakistan’s ambassador to the U.S.

**Political knowledge item 6:** To comply with the health care law, most Americans need to indicate they have health insurance coverage when they...

1 Vote in an election
2 Change their address
3 File their taxes
4 Receive a driver’s license

**Political knowledge item 7:** This graph shows the trend in what national statistic?

![Graph showing trend]

1 The inflation rate
2 The corporate tax rate
3 The high school dropout rate
4 The unemployment rate

**Political knowledge item 8:** Which dot on this map represents where the U.S. military prison at Guantanamo Bay is located?

![Map with numbered dots]

**Political knowledge item 9:** There are nine justices on the Supreme Court of the United States. How many are women?

1 One
Political knowledge item 10: What country does this person lead?

1 North Korea
2 South Korea
3 China
4 Malaysia

Political knowledge item 11: Which of the following shows the number of seats each party holds in the U.S. Senate?

Political knowledge item 12: In what year did the U.S. war in Afghanistan begin? Was it...

1 1997
2 2001
3 2003
4 2010

Partisanship: In politics today, do you consider yourself a [Republican; Democrat; Independent; Something else, please specify] IF INDEPENDENT/SOMETHING ELSE OR MISSING: As of today do you lean more to [The Republican Party; The Democratic Party] (We coded these items into a 5-point partisanship scale.)
Republican: We recoded the 5-point measure of partisan identification, into a binary partisanship variable where 0 indicates Democrats or leaning Democrats, and 1 indicates Republicans or leaning Republicans. Pure independents were dropped from this variable.

Partisan strength: Do you identify with the [Republican/Democratic] Party... [Strongly; Not strongly] (We combined this variable and the 5-point partisanship variable to create a 7-point scale, which was then rescaled to 0–1, where 1 indicates strong partisans, and 1 indicates pure independents. Note that this item was not included in certain waves.)

Like Trump: We’d like to get your feelings toward the presidential candidates on a “feeling thermometer.” A rating of zero degrees means you feel as cold and negative as possible. A rating of 100 degrees means you feel as warm and positive as possible. You would rate the group at 50 degrees if you don’t feel particularly positive or negative toward the group. How do you feel toward Donald Trump? (This variable was rescaled to 0–1 where 1 indicates 100.)

Dislike Clinton: How do you feel toward Hillary Clinton? (This variable was rescaled to 0–1 where 1 indicates 0.)

Like Republicans: We’d like to get your feelings toward a number of groups on a “feeling thermometer.” A rating of zero degrees means you feel as cold and negative as possible. A rating of 100 degrees means you feel as warm and positive as possible. You would rate the group at 50 degrees if you don’t feel particularly positive or negative toward the group. How do you feel toward Republicans? (This variable was rescaled to 0–1 where 1 indicates 100.)

Dislike Democrats: How do you feel toward Democrats? (This variable was rescaled to 0–1 where 1 indicates 0)

ideology: In general, would you describe your political views as... (This variable was rescaled to 0–1 where 1 indicates “very conservative.”)

    Very conservative
    Conservative
    Moderate
    Liberal
    Very liberal

Anti-immigration index was measured based on the following items, and rescaled to 0–1 where 1 indicates the most anti-immigration attitude (Cronbach’s $\alpha = 0.82$): Thinking about the issue of immigration, how important of a goal should each of the following be for immigration policy in the U.S.? [RANDOMIZE]

    -Improving the security of the country’s borders
    -Increasing deportations of immigrants currently in the country illegally
    -Preventing immigrants currently in the country illegally from receiving any government benefits they do not qualify
    -Establishing a way for most immigrants currently in the country illegally to stay here legally
    -Establishing stricter policies to prevent people who enter the country legally from overstaying their visas and -remaining in the U.S. illegally
- Allowing immigrants who came to the country illegally as children to remain in the U.S. and apply for legal status

Pro-life: was measured using the following variables and rescaled to 0–1 where 1 means the most conservative opinion (‘There are no situations at all where abortion should be allowed’)

Pro-life item 1: Do you think abortion should be...

- LEGAL in all or most cases;
- ILLEGAL in all or most cases

Pro-life item 2: (ASK IF LEGAL IN ALL/MOST CASES) Which statement comes closer to your own views – even if neither is exactly right?

- There are some situations in which abortion should be restricted
- There are no situations at all where abortion should be restricted

Pro-life item 3: (ASK IF ILLEGAL IN ALL/MOST CASES) Which statement comes closer to your own views – even if neither is exactly right?

- There are some situations in which abortion should be allowed
- There are no situations at all where abortion should be allowed

ACA oppose: Do you approve or disapprove of the health care law passed by Barack Obama and Congress in 2010?

- Approve
- Disapprove
### Online Appendix C: Descriptive statistics

#### Facebook data

**Table C1: Post-level descriptive statistics**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Observations</th>
<th>Mean</th>
<th>S.D.</th>
<th>Min</th>
<th>Max</th>
<th>Range</th>
<th>S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average toxicity of comments</td>
<td>11305</td>
<td>0.26</td>
<td>0.09</td>
<td>0.01</td>
<td>0.93</td>
<td>0.92</td>
<td>0.00</td>
</tr>
<tr>
<td>Engagement count</td>
<td>11305</td>
<td>3759.05</td>
<td>9280.91</td>
<td>2</td>
<td>200527</td>
<td>200525</td>
<td>87.29</td>
</tr>
<tr>
<td>Comments count</td>
<td>11305</td>
<td>661.13</td>
<td>2098.47</td>
<td>1</td>
<td>70186</td>
<td>70185</td>
<td>19.74</td>
</tr>
</tbody>
</table>

**Table C2: Comment-level descriptive statistics**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Observations</th>
<th>Mean</th>
<th>S.D.</th>
<th>Min</th>
<th>Max</th>
<th>Range</th>
<th>S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toxity</td>
<td>6485910</td>
<td>0.30</td>
<td>0.26</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0.00</td>
</tr>
<tr>
<td>Likes count</td>
<td>6485910</td>
<td>2.49</td>
<td>35.62</td>
<td>0</td>
<td>17314</td>
<td>17314</td>
<td>0.01</td>
</tr>
</tbody>
</table>

#### YouGov data

**Table C3: YouGov respondent-level descriptive statistics**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Observations</th>
<th>Mean</th>
<th>S.D.</th>
<th>Min</th>
<th>Max</th>
<th>Range</th>
<th>S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never comment (base category)</td>
<td>2198</td>
<td>0.45</td>
<td>0.50</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Comment a few times a week or less</td>
<td>2198</td>
<td>0.40</td>
<td>0.49</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Comment once a day or more</td>
<td>2198</td>
<td>0.15</td>
<td>0.36</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Political interest</td>
<td>2199</td>
<td>0.67</td>
<td>0.30</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Political knowledge</td>
<td>2200</td>
<td>0.60</td>
<td>0.32</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Republican (vs. Democrat)</td>
<td>1782</td>
<td>0.44</td>
<td>0.50</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Partisan strength</td>
<td>2108</td>
<td>0.46</td>
<td>0.50</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Support Trump</td>
<td>2200</td>
<td>0.41</td>
<td>0.42</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Conservative</td>
<td>2200</td>
<td>0.50</td>
<td>0.30</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
</tbody>
</table>
Table C4: YouGov commenting-level descriptive statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Observations</th>
<th>Mean</th>
<th>S.D.</th>
<th>Min</th>
<th>Max</th>
<th>Range</th>
<th>S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toxicity</td>
<td>6567</td>
<td>0.19</td>
<td>0.22</td>
<td>0.01</td>
<td>0.99</td>
<td>0.99</td>
<td>0.00</td>
</tr>
<tr>
<td>Willingness to comment</td>
<td>6598</td>
<td>0.26</td>
<td>0.31</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Average toxicity of featured comments</td>
<td>6586</td>
<td>0.32</td>
<td>0.16</td>
<td>0.04</td>
<td>0.90</td>
<td>0.85</td>
<td>0.00</td>
</tr>
</tbody>
</table>

ANES data

Table C5: ANES descriptive statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Observations</th>
<th>Mean</th>
<th>S.D.</th>
<th>Min</th>
<th>Max</th>
<th>Range</th>
<th>S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Didn’t comment in past year (base category)</td>
<td>3646</td>
<td>0.67</td>
<td>0.47</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Commented in past year</td>
<td>3646</td>
<td>0.33</td>
<td>0.47</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Political interest</td>
<td>3639</td>
<td>0.62</td>
<td>0.28</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Political knowledge</td>
<td>4222</td>
<td>0.51</td>
<td>0.30</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Partisan strength</td>
<td>4248</td>
<td>0.38</td>
<td>0.49</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Need to evaluate</td>
<td>3519</td>
<td>0.58</td>
<td>0.23</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Republican (vs. Democrat)</td>
<td>3669</td>
<td>0.47</td>
<td>0.50</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Like Trump</td>
<td>4230</td>
<td>0.37</td>
<td>0.35</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Dislike Clinton</td>
<td>4233</td>
<td>0.58</td>
<td>0.34</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Like the Republican Party</td>
<td>4185</td>
<td>0.44</td>
<td>0.27</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Dislike the Democratic Party</td>
<td>4201</td>
<td>0.52</td>
<td>0.30</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Conservative</td>
<td>3640</td>
<td>0.52</td>
<td>0.24</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Pro-life</td>
<td>4208</td>
<td>0.35</td>
<td>0.37</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Oppose ACA</td>
<td>4264</td>
<td>0.54</td>
<td>0.38</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Strict immigration</td>
<td>3575</td>
<td>0.44</td>
<td>0.23</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
**Pew data**

Table C6: Pew descriptive statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Observations</th>
<th>Mean</th>
<th>S.D.</th>
<th>Min</th>
<th>Max</th>
<th>Range</th>
<th>S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Never comment (base category)</td>
<td>4563</td>
<td>0.46</td>
<td>0.50</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Comment hardly ever</td>
<td>4563</td>
<td>0.25</td>
<td>0.44</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Comment sometimes</td>
<td>4563</td>
<td>0.20</td>
<td>0.40</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Comment often</td>
<td>4563</td>
<td>0.09</td>
<td>0.29</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Political interest</td>
<td>3205</td>
<td>0.81</td>
<td>0.24</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Political knowledge</td>
<td>3147</td>
<td>0.73</td>
<td>0.20</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Partisan strength</td>
<td>4820</td>
<td>0.69</td>
<td>0.32</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Like Trump</td>
<td>4064</td>
<td>0.32</td>
<td>0.36</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Dislike Clinton</td>
<td>4085</td>
<td>0.58</td>
<td>0.37</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Like Republicans</td>
<td>4661</td>
<td>0.51</td>
<td>0.30</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Dislike Democrats</td>
<td>4667</td>
<td>0.48</td>
<td>0.30</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Conservative</td>
<td>12147</td>
<td>0.49</td>
<td>0.27</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Pro-life</td>
<td>6049</td>
<td>0.45</td>
<td>0.33</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Oppose ACA</td>
<td>3801</td>
<td>0.49</td>
<td>0.50</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Strict immigration</td>
<td>4517</td>
<td>0.60</td>
<td>0.23</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Online Appendix D: Additional results

Figure D1: Comment toxicity by willingness to comment (YouGov)

Kernel density estimates of the distribution of the toxicity scores from Google’s Perspective API. Mean comment toxicity is 0.17 among those who said they “definitely would not comment,” 0.19 among those “probably would not comment” (not shown in this figure), 0.21 among those “probably would comment” (not shown in this figure), and 0.26 among those “definitely would comment” on the presented article. The mean differences between those definitely would not comment and the other groups are all statistically significant ($p < 0.05$ or $p < 0.005$). Table D5 provides these estimates in tabular format.
Figure D2: Comment toxicity on Facebook versus self-reported frequent commenters in a nationally representative sample

Kernel density estimates of the distribution of the toxicity scores from Google’s Perspective API. This figure compares 1,188,454 Facebook comments posted on 456 news articles sampled for the YouGov survey instrument with 1,010 comments solicited in the YouGov survey from self-identified frequent commenters (i.e., those comment about political issues on Facebook once a day or more often). Comments on the 10,851 articles not included in the YouGov survey were omitted for this figure. The average comment toxicity was 0.22 for YouGov comments and 0.33 for Facebook comments. The mean difference between non-commenters and frequent commenters (0.11) was statistically significant ($p < 0.005$). Table D6 provides these estimates in tabular format.
Figure D3: Comment toxicity on Facebook versus a nationally representative sample (comments with two words or fewer dropped)

Kernel density estimates of the distribution of the toxicity scores from Google’s Perspective API. This figure compares 1,028,427 Facebook comments posted on 456 news articles sampled for the YouGov survey instrument with 4,427 comments solicited in the YouGov survey on the same set of articles. This figure is restricted to comments that consist of 3 or more words. Comments on the 10,851 articles not included in the YouGov survey were omitted for this figure. The average comment toxicity was 0.19 for YouGov comments and 0.33 for Facebook comments. The mean difference between non-commenters and frequent commenters (0.12) was statistically significant ($p < 0.005$).
Figure D4: Comment toxicity on Facebook versus a nationally representative sample by topical keywords

Panel (a) compares 260,806 Facebook comments posted on articles with titles that include “Kavanaugh,” “Ford,” “Ramirez,” “Swetnick,” or “Supreme” with 904 comments solicited in the YouGov survey on the same articles. Panel (b) compares 920,558 Facebook comments posted on articles with titles including none of the Kavanaugh-related keywords with 5,663 comments solicited in the YouGov survey on the same articles. Panel (c) compares 60,547 Facebook comments posted on articles with titles that include “Midterm” or “Election” with 276 comments solicited in the YouGov survey on the same articles. Panel (d) compares 1,120,817 Facebook comments posted on articles with titles including none of the midterm-related keywords with 6,291 comments solicited in the YouGov survey on the same articles. Overall, the four panels show that Facebook comments are substantially more toxic than YouGov comments regardless of whether the article was related to the two major political topics or not, though the difference is slightly less pronounced for articles on the election.
Figure D5: Comment toxicity on Facebook versus a nationally representative sample by partisanship of news sources

(a) Liberal outlets

(b) Conservative outlets

(c) Neutral outlets

Kernel density estimates of the distribution of the toxicity scores from Google’s Perspective API. Panel (a) compares 424,328 Facebook comments posted on articles from liberal sources and 3,283 comments solicited in the YouGov survey on the same articles. Panel (b) compares 701,524 Facebook comments posted on articles from conservative sources with 2,685 comments solicited in the YouGov survey on the same articles. Panel (c) compares 599 Facebook comments posted on articles from neutral sources with 62,602 comments solicited in the YouGov survey on the same articles. See Table A1 for the list of news sources and their ideological leanings. Overall, the results show that Facebook comments are substantially more toxic than YouGov comments across news outlets with different ideological leanings, though the pattern is slightly more pronounced in conservative outlets than other types.
Figure D6: Average toxicity of comments by share of Republicans among users of news sources

Local polynomial fit between average toxicity and share of Republicans among users at the news outlet level ($n = 33$), weighted by the number of comments in the Facebook sample (total $n = 6,485,910$). The size of the outlet labels varies by the number of comments on each outlet. Table A1 provides the estimates in tabular form. This figure shows that news sources at the extreme attract comments that are more toxic on average than those around the center. We find no evidence that conservative media attract more toxic comments than liberal media.
Table D1: Regression estimates for Figure 1

<table>
<thead>
<tr>
<th>Data DV</th>
<th>(1) ANES interest</th>
<th>(2) ANES knowledge</th>
<th>(3) ANES PID strength</th>
<th>(4) ANES need to evaluate</th>
<th>(5) Pew interest</th>
<th>(6) Pew knowledge</th>
<th>(7) Pew PID strength</th>
<th>(8) YG interest</th>
<th>(9) YG knowledge</th>
<th>(10) YG PID strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commented in past year</td>
<td>0.113*** (0.010)</td>
<td>0.057*** (0.010)</td>
<td>0.065*** (0.017)</td>
<td>0.068*** (0.008)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hardly ever</td>
<td></td>
<td>0.015 (0.011)</td>
<td>0.024** (0.009)</td>
<td>0.008 (0.012)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sometimes</td>
<td></td>
<td>0.064*** (0.012)</td>
<td>0.026*** (0.010)</td>
<td>0.039*** (0.013)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Often</td>
<td></td>
<td>0.128*** (0.017)</td>
<td>0.071*** (0.014)</td>
<td>0.054*** (0.017)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A few times a week or less often</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.110*** (0.013)</td>
<td>0.023 (0.015)</td>
<td>0.059* (0.024)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>About once a day or more often</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.241*** (0.018)</td>
<td>0.038 (0.020)</td>
<td>0.181*** (0.032)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.564*** (0.006)</td>
<td>0.488*** (0.006)</td>
<td>0.352*** (0.010)</td>
<td>0.564*** (0.005)</td>
<td>0.786*** (0.007)</td>
<td>0.730*** (0.005)</td>
<td>0.678*** (0.007)</td>
<td>0.594*** (0.009)</td>
<td>0.583*** (0.010)</td>
<td>0.421*** (0.016)</td>
</tr>
<tr>
<td>Observations</td>
<td>3.636</td>
<td>3.629</td>
<td>3.628</td>
<td>3.516</td>
<td>2.653</td>
<td>2.669</td>
<td>4.343</td>
<td>2.197</td>
<td>2.198</td>
<td>2.106</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
<td>0.035</td>
<td>0.008</td>
<td>0.004</td>
<td>0.019</td>
<td>0.025</td>
<td>0.011</td>
<td>0.003</td>
<td>0.080</td>
<td>0.001</td>
<td>0.014</td>
</tr>
</tbody>
</table>

*p < .05, ** p < .01, *** p < .005 (two-sided). Cell entries are OLS coefficients with standard errors in parentheses. All dependent variables are rescaled to 0–1, where 1 indicates the most intensive involvement. Figure 2 in the main manuscript displays the coefficients on “Commented in past year” (Columns 1–4), “Often” (Columns 5–7) and “About once a day or more often” (Columns 8–10).
Table D2: Regression estimates for Figure 2 (ANES)

<table>
<thead>
<tr>
<th>DV</th>
<th>(1) Like Trump</th>
<th>(2) Dislike Clinton</th>
<th>(3) Like Reps</th>
<th>(4) Dislike Dems</th>
<th>(5) Conservative</th>
<th>(6) Pro-life</th>
<th>(7) Oppose ACA</th>
<th>(8) Anti-immigration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Republican</td>
<td>0.444***</td>
<td>0.473***</td>
<td>0.334***</td>
<td>0.445***</td>
<td>0.262**</td>
<td>0.235***</td>
<td>0.421***</td>
<td>0.144***</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.011)</td>
<td>(0.010)</td>
<td>(0.009)</td>
<td>(0.008)</td>
<td>(0.016)</td>
<td>(0.014)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>Commented past year</td>
<td>-0.060***</td>
<td>-0.018</td>
<td>-0.065***</td>
<td>0.009</td>
<td>-0.100***</td>
<td>-0.082***</td>
<td>-0.054***</td>
<td>-0.091***</td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.012)</td>
<td>(0.011)</td>
<td>(0.011)</td>
<td>(0.009)</td>
<td>(0.018)</td>
<td>(0.016)</td>
<td>(0.010)</td>
</tr>
<tr>
<td>Republican × Commented</td>
<td>0.112***</td>
<td>0.075***</td>
<td>0.065***</td>
<td>0.041*</td>
<td>0.138***</td>
<td>0.085***</td>
<td>0.108***</td>
<td>0.141***</td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.018)</td>
<td>(0.016)</td>
<td>(0.016)</td>
<td>(0.014)</td>
<td>(0.026)</td>
<td>(0.023)</td>
<td>(0.016)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.165***</td>
<td>0.342***</td>
<td>0.289***</td>
<td>0.286***</td>
<td>0.420***</td>
<td>0.275***</td>
<td>0.326***</td>
<td>0.389***</td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.007)</td>
<td>(0.006)</td>
<td>(0.006)</td>
<td>(0.011)</td>
<td>(0.010)</td>
<td>(0.006)</td>
</tr>
</tbody>
</table>

Observations: 3,134 3,133 3,115 3,128 3,151 3,126 3,151 3,103
Adjusted $R^2$: 0.468 0.510 0.405 0.541 0.427 0.129 0.351 0.201

* $p < .05$, ** $p < .01$, *** $p < .005$ (two-sided). Cell entries are OLS coefficients with standard errors in parentheses. All dependent variables are rescaled to 0–1, where 1 indicates the most conservative opinions. The coefficients on Republican is the estimated partisan gaps among non-commenters, and the coefficients on the interaction between Republican and commenting is the difference in the partisan gaps between non-commenters and commenters (i.e., those who did not comment about political issues in the past 12 months). A positive coefficient on the interaction terms indicates the partisan gap is wider among commenters—which was the case in all models. Figure 3 displayed the coefficients on Republican and the sum of the coefficients on Republican and the interaction term.
Table D3: Regression estimates for Figure 2 (Pew)

<table>
<thead>
<tr>
<th>DV</th>
<th>(1) Like Trump</th>
<th>(2) Dislike Clinton</th>
<th>(3) Like Reps</th>
<th>(4) Dislike Dems</th>
<th>(5) Conservative</th>
<th>(6) Pro-life</th>
<th>(7) Oppose ACA</th>
<th>(8) Anti-immigration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Republican</td>
<td>0.464***</td>
<td>0.527***</td>
<td>0.304***</td>
<td>0.337***</td>
<td>0.341***</td>
<td>0.299***</td>
<td>0.738***</td>
<td>0.232***</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.012)</td>
<td>(0.012)</td>
<td>(0.011)</td>
<td>(0.010)</td>
<td>(0.014)</td>
<td>(0.016)</td>
<td>(0.008)</td>
</tr>
<tr>
<td>Comment hardly ever</td>
<td>−0.028*</td>
<td>−0.024</td>
<td>0.008</td>
<td>−0.005</td>
<td>−0.022</td>
<td>−0.018</td>
<td>−0.053***</td>
<td>−0.051***</td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.013)</td>
<td>(0.013)</td>
<td>(0.012)</td>
<td>(0.011)</td>
<td>(0.015)</td>
<td>(0.017)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>Comment sometimes</td>
<td>−0.026</td>
<td>−0.032*</td>
<td>−0.036*</td>
<td>−0.018</td>
<td>−0.077***</td>
<td>−0.009</td>
<td>−0.052***</td>
<td>−0.053***</td>
</tr>
<tr>
<td></td>
<td>(0.015)</td>
<td>(0.014)</td>
<td>(0.015)</td>
<td>(0.013)</td>
<td>(0.012)</td>
<td>(0.017)</td>
<td>(0.019)</td>
<td>(0.010)</td>
</tr>
<tr>
<td>Comment often</td>
<td>−0.055**</td>
<td>−0.055***</td>
<td>−0.092***</td>
<td>−0.039*</td>
<td>−0.141***</td>
<td>−0.013</td>
<td>−0.057*</td>
<td>−0.088***</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.019)</td>
<td>(0.020)</td>
<td>(0.018)</td>
<td>(0.017)</td>
<td>(0.022)</td>
<td>(0.026)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>Republican × hardly</td>
<td>0.025</td>
<td>0.019</td>
<td>−0.013</td>
<td>−0.014</td>
<td>−0.003</td>
<td>0.016</td>
<td>0.069***</td>
<td>0.030*</td>
</tr>
<tr>
<td></td>
<td>(0.020)</td>
<td>(0.019)</td>
<td>(0.020)</td>
<td>(0.018)</td>
<td>(0.017)</td>
<td>(0.023)</td>
<td>(0.026)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>Republican × sometimes</td>
<td>0.125***</td>
<td>0.081***</td>
<td>0.045*</td>
<td>0.056***</td>
<td>0.106***</td>
<td>0.083***</td>
<td>0.094***</td>
<td>0.078***</td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td>(0.021)</td>
<td>(0.022)</td>
<td>(0.020)</td>
<td>(0.018)</td>
<td>(0.025)</td>
<td>(0.029)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>Republican × often</td>
<td>0.168***</td>
<td>0.129***</td>
<td>0.127***</td>
<td>0.146***</td>
<td>0.224***</td>
<td>0.117***</td>
<td>0.099**</td>
<td>0.142***</td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td>(0.028)</td>
<td>(0.029)</td>
<td>(0.027)</td>
<td>(0.024)</td>
<td>(0.033)</td>
<td>(0.038)</td>
<td>(0.020)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.105***</td>
<td>0.346***</td>
<td>0.376***</td>
<td>0.323***</td>
<td>0.368***</td>
<td>0.286***</td>
<td>0.166***</td>
<td>0.512***</td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.007)</td>
<td>(0.009)</td>
<td>(0.011)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>Observations</td>
<td>3,805</td>
<td>3,823</td>
<td>4,089</td>
<td>4,096</td>
<td>3,523</td>
<td>3,574</td>
<td>3,450</td>
<td>4,177</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.514</td>
<td>0.574</td>
<td>0.286</td>
<td>0.368</td>
<td>0.484</td>
<td>0.272</td>
<td>0.612</td>
<td>0.363</td>
</tr>
</tbody>
</table>

* p < .05, ** p < .01, *** p < .005 (two-sided). Cell entries are OLS coefficients with standard errors in parentheses. All dependent variables are rescaled to 0–1, where 1 indicates the most conservative opinions. The dependent variables were regressed on Republican (binary) and three dummy variables indicating commenting frequencies (“never” served as the reference category). The coefficients on Republican is the estimated partisan gaps among non-commenters, and the coefficients on the interactions between Republican and commenting dummies are the differences in the partisan gaps between non-commenters and commenters. A positive coefficient on the interaction term between Republican and “often” indicates the partisan gap is wider among those who often comment about political issues on social media—which was the case in all models. Figure 3 in the main manuscript displays the coefficients on Republican and the sums of the coefficients on Republican and the interaction terms between Republican and “often,” which are the estimated partisan gaps among those who comment often.
Table D4: Regression estimates for Figure 2 (YouGov)

<table>
<thead>
<tr>
<th>DV</th>
<th>(1) Support Trump</th>
<th>(2) Conservative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Republican</td>
<td>0.697***</td>
<td>0.415***</td>
</tr>
<tr>
<td></td>
<td>(0.017)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>Comment a few times a week or less often on Facebook</td>
<td>0.019</td>
<td>−0.035*</td>
</tr>
<tr>
<td></td>
<td>(0.017)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>Comment about once a day or more often on Facebook</td>
<td>0.047*</td>
<td>−0.088***</td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>Republican × less often</td>
<td>0.042</td>
<td>0.077***</td>
</tr>
<tr>
<td></td>
<td>(0.025)</td>
<td>(0.022)</td>
</tr>
<tr>
<td>Republican × more often</td>
<td>0.088**</td>
<td>0.113***</td>
</tr>
<tr>
<td></td>
<td>(0.033)</td>
<td>(0.029)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.081***</td>
<td>0.325***</td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.010)</td>
</tr>
</tbody>
</table>

Observations: 1,780
Adjusted R²: 0.697 0.550

* p < .05, ** p < .01, *** p < .005 (two-sided). Cell entries are OLS coefficients with standard errors in parentheses. All dependent variables are rescaled to 0–1, where 1 indicates the most conservative opinions. The dependent variables were regressed on Republican (binary) and two dummy variables indicating Facebook commenting frequencies (“never” served as the reference category). The coefficients on Republican is the estimated partisan gaps among non-commenters, and the coefficients on the interactions between Republican and commenting dummies are the differences in the partisan gaps between non-commenters and commenters. A positive coefficient on the interaction term between Republican and “more often” indicates the partisan gap is wider among those who comment about political issues on Facebook about once a day or more often—which was the case in both models. Figure 3 in the main manuscript displays the coefficients on Republican and the sums of the coefficients on Republican and the interaction terms between Republican and “more often,” which are the estimated partisan gaps among those who comment once a day or more frequently.
Table D5: Toxicity of comments by commenters vs. non-commenters (YouGov)

<table>
<thead>
<tr>
<th>Comment Frequency</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A few times a week or less on Facebook</td>
<td>0.010</td>
<td>0.010</td>
<td>0.044***</td>
<td>0.042***</td>
</tr>
<tr>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.010)</td>
<td>(0.010)</td>
<td></td>
</tr>
<tr>
<td>About once a day or more often on Facebook</td>
<td>0.044***</td>
<td>0.042***</td>
<td>0.015*</td>
<td>0.014*</td>
</tr>
<tr>
<td>(0.010)</td>
<td>(0.010)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td></td>
</tr>
<tr>
<td>Probably would not comment on the presented article</td>
<td>0.015*</td>
<td>0.014*</td>
<td>0.039***</td>
<td>0.033***</td>
</tr>
<tr>
<td>(0.010)</td>
<td>(0.010)</td>
<td>(0.016)</td>
<td>(0.010)</td>
<td></td>
</tr>
<tr>
<td>Probably would comment on the presented article</td>
<td>0.088***</td>
<td>0.080***</td>
<td>0.0175***</td>
<td>0.170***</td>
</tr>
<tr>
<td>(0.016)</td>
<td>(0.015)</td>
<td>(0.005)</td>
<td>(0.005)</td>
<td></td>
</tr>
<tr>
<td>Definitely would comment on the presented article</td>
<td>0.015</td>
<td>0.014</td>
<td>0.015</td>
<td>0.015</td>
</tr>
<tr>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.007)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.175***</td>
<td>0.170***</td>
<td>0.186***</td>
<td>0.223***</td>
</tr>
<tr>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td></td>
</tr>
<tr>
<td>Article fixed effects</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>6,561</td>
<td>6,561</td>
<td>6,567</td>
<td>6,567</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.004</td>
<td>0.056</td>
<td>0.011</td>
<td>0.061</td>
</tr>
</tbody>
</table>

* p < .05, ** p < .01, *** p < .005 (two-sided). Cell entries are OLS coefficients with standard errors clustered at the respondent level in parentheses. The dependent variable is the toxicity score generated by Google’s Perspective API that ranges between 0 and 1. Habitual political commenting behavior was used as the explanatory variable in Columns 1 and 2. The willingness to comment on the presented article during the commenting task was used as the explanatory variable in Columns 3 and 4.

Table D6: Comment toxicity on Facebook versus a nationally representative sample

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook data</td>
<td>0.143***</td>
<td>0.107***</td>
<td>0.123***</td>
<td>0.087***</td>
<td>0.110***</td>
<td>0.073***</td>
</tr>
<tr>
<td>(0.003)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.009)</td>
<td>(0.009)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.186***</td>
<td>0.223***</td>
<td>0.220***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.003)</td>
<td>(0.004)</td>
<td>(0.009)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Article fixed effects</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>1,195,021</td>
<td>1,195,021</td>
<td>1,032,854</td>
<td>1,032,854</td>
<td>1,189,464</td>
<td>1,189,464</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.001</td>
<td>0.104</td>
<td>0.001</td>
<td>0.088</td>
<td>0.0001</td>
<td>0.103</td>
</tr>
</tbody>
</table>

* p < .05, ** p < .01, *** p < .005 (two-sided). Cell entries are OLS coefficients with standard errors clustered at the respondent level in parentheses. The dependent variable is the toxicity score generated by Google’s Perspective API that ranges between 0 and 1. All comments were used in Columns 1 and 2. Comments with two words or fewer were omitted in Columns 3 and 4. In Columns 5 and 6, all YouGov comments were from self-reported frequent commenters (i.e., those who comment about political issues on Facebook once a day or more often).
Table D7: Effects of comment exposure on toxicity

<table>
<thead>
<tr>
<th></th>
<th>DV = Willingness to write comment</th>
<th>DV = Toxicity of YG respondent comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Treatment (top comments shown)</td>
<td>0.011</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td>(0.017)</td>
</tr>
<tr>
<td>Average toxicity of top comments</td>
<td>0.050*</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>(0.033)</td>
<td>(0.033)</td>
</tr>
<tr>
<td>Treatment × top comments toxicity</td>
<td>0.027</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>(0.049)</td>
<td>(0.049)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.253***</td>
<td>0.243***</td>
</tr>
<tr>
<td></td>
<td>(0.007)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>Article fixed effects</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Observations</td>
<td>6,598</td>
<td>6,584</td>
</tr>
</tbody>
</table>

* p < .05, ** p < .01, *** p < .005 (two-sided). Cell entries are OLS coefficients with robust standard errors in parentheses clustered by respondent. Dependent variable in columns 1 to 5 is a four-point scale of willingness to comment, rescaled to 0-1 such that 0 is “Definitely no” and 1 is “Definitely yes.” The dependent variable in columns 6 to 10 is Perspective API’s toxicity score. Constant and coefficient on average toxicity of top comments in columns 4, 5, 9, and 10 are subsumed by article fixed effects. In this table, we verify these graphical findings presented in Figure using linear regression models in which we regress the outcome variables on the treatment, the toxicity of the featured comments, and the interaction between the two. As shown in models 1–5, we do not find a significant treatment effect on willingness to comment. Furthermore, we do not find that (randomized) exposure to top featured comments increases toxicity when averaged across all articles (model 6). However, the toxicity of top comments is significantly associated with the toxicity of respondents’ comments (p < 0.005; model 7). Importantly, this association is much stronger for those assigned to see the featured comments (0.18) than those who weren’t (0.09), and the difference between those quantities (0.09) is statistically significant (p < 0.05; model 8). These results hold when we include article fixed effects (Columns 9–10).
Online Appendix E: Validation of the Perspective API

To validate the Perspective API in our data, we created two alternative measures of toxicity.

First, we use a crowdsourced pairwise comparison approach (Carlson & Montgomery 2017). To do so, we first stratified each comment dataset (Facebook and YouGov) into 10 groups based on the estimated level of toxicity and randomly sampled 100 comments from each stratum, resulting in a sample of 1,000 Facebook comments and 1,000 YouGov comments.\(^1\) We then randomly formed 20,000 unique pairs of comments so that each comment was compared with 20 other comments. We supplied these paired comments to online workers recruited from Amazon’s Mechanical Turk, who were asked to choose the more uncivil comment between the two.

Workers were provided with a detailed codebook with our definition of toxicity — i.e., expressing disrespect for someone using insulting language, profanity, or name-calling; engaging in personal attacks; and/or employing racist, sexist, and xenophobic terms — along with specific directives and examples designed to make sure that their classification reflects our conceptualization of toxicity. Specifically, they were instructed to account for the severity of profanity, the intent behind the use of profanity (disrespect vs. excitement), and the seriousness of accusations. Workers were required to pass a classification test to ensure that they fully understood the instructions and only those workers who classified at least 6 out of 7 comments accurately were eligible to take up the tasks. (The codebook and test are provided in Online Appendix B.)\(^2\) Subsequently, we calculated a pairwise toxicity rating of a comment as the probability that it is classified to be more toxic in 20 comparisons completed by MTurk workers. As shown in Figure E1a, the pairwise rating is strongly correlated with the Perspective score at \(r = 0.79\) (left). Moreover, the pattern holds almost identically for both Facebook and YouGov samples (right).

To further ensure that the Perspective API detects toxicity in our data, we developed a dictionary of uncivil words (Muddiman et al. 2019). We first created a list of the 5,000 most frequent stem words in our sample — excluding stop words such as “he” and “the” — and selected 655 features that may have been used as part of derogatory remarks, from which we narrowed down to 295 features that are either profanity (e.g., “f***k”, “b***h”) or clearly name-calling (e.g., “sicko”, “monster”).\(^3\) We plot the binary variable indicating whether a comment includes any of the features against the Perspective API in Figure E1b, which shows a nearly perfect correspondence between the API score and the probability that a comment includes one of the uncivil features. Taken as a whole, the Perspective API appears to perform well at detecting toxic comments in our data.

---

\(^1\) The 0.3 percent of the comments with 200 words or more were excluded due to the difficulty of rating long comments in the Mechanical Turk pairwise comparison task.

\(^2\) We audited worker performance using the methods developed by Carlson & Montgomery (2017) and identified four workers whose choices did not reflect how the comments were coded by other workers. We banned these workers from future tasks and reposted their tasks to be completed by other workers.

\(^3\) The list of the features is provided in Online Appendix B. In this list, we did not include certain features that could potentially be used in uncivil ways but not clearly so. For example, the word “prison” can be used to say someone should be put in prison or to discuss incarceration. We excluded such features.
Panel (a) includes scatterplots between the Perspective API toxicity score and crowdsourced pairwise toxicity and local polynomial fits estimating the relationship between the two measures ($N = 2,000$). The $y$-axis indicates the probability that a comment is chosen to be more uncivil in pairwise comparisons with 20 other randomly selected comments. Panel (b) plots local polynomial fits estimating the relationship between the API toxicity score and whether a comment includes one of the uncivil features ($N = 6,485,910$). Panel B does not plot points because the presence of an uncivil feature (plotted on the $y$-axis) is binary.
Crowdsourced pairwise comparison rating instrument

Instruction (Codebook)
Completing this training module qualifies you to complete Compare Comments HITs.

This task involves reading the text of two comments on news articles. Warning: The comments that you will be asked to read may include profanity or offensive language. Researchers will use your responses to better understand the “toxicity and incivility” of each comment. Your job is to read the text of both comments and select the comment that is more uncivil (or less civil).

Your performance will be monitored as you complete these HITs. We will reject all work done by workers who provide poor quality answers. Do not allow your own political opinions to influence your decisions. Your goal is to select the comment that other workers would recognize as the more uncivil (or less civil). Here are a few rules of thumb to guide you:

- Uncivil comments refer to those expressing disrespect for someone; using insulting language, profanity, or name-calling; engaging in personal attacks; and/or employing racist, sexist, and xenophobic terms
- If both comments are uncivil, pick whichever of the two comments is more uncivil
- If both comments are civil, pick whichever of the two comments is less civil
- Some comments may be meaningless. In such cases, choose whichever seems more uncivil
- Comments that use more severe name-calling or profanity are generally more uncivil
  - “He is a f***ing idiot” is more uncivil than “He is unintelligent”
- Comments that use profanity to express disrespect are more uncivil than those that use profanity to express other excitement
  - “He is f***ing stupid” is more uncivil than “He is f***ing awesome”
- Comments with more serious accusations are generally more uncivil
  - “He is a racist” is more uncivil than “He treats people unfairly”

Please read the two comments below. Your job is to read both and select the comment that is more uncivil (or less civil). We will highlight the important text and provide you with the correct answer. These will not be scored and will not count for or against your Compare Comments qualification

- “If Democrats regain control of congress. The leadership has pledged to start never-ending investigations into the current administration”
  - Pathetic losers. Democrats are so messed up. Hard to believe half the country side with these crazy people.”
    - The correct answer is Comment 2. While both comments criticize Democrats, Comment 2 contains more severe name-calling.

- “Just more hate from the racist Nazi like CNN!”
  - More proof of CNN lies”
    - The correct answer is Comment 1. While both comments criticize CNN, Comment 1 is making a more serious accusation.

- “Hei”
  - “She’s delusional!”
    - The correct answer is Comment 2. Comment 1 does not convey any meaning whereas Comment 2 contains name-calling.
Test
You must answer those questions using only the instructions and examples provided above. You must answer at least 6 of the test HITs correctly to receive the Compare Comments qualification. You will then be eligible to the Compare Comments HITs.

Question 1
- “If it wasn’t for Lies, Fraud, Deception, Intimidation and Cheating - Liberals would NEVER win at anything.”
- “Im so tired of these liberals and their bullshit. They are evil and disgusting. Their talking points no longer work. They have brought a war against our Nation. Fight Back and Vote Red!” (Correct answer)

Question 2
- “Donald Trump has never read a history book in his life.”
- “Your apology to that rapist will never reach my ears you orange buffoonic moron! F you!!!!” (Correct answer)

Question 3
- “You are very misinformed”
- “You are retarded.” (Correct answer)

Question 4
- “Because luv they are manipulators but too stupid to improve their own countries.... We aren’t living in the dark ages you ILLEGAls how is by now you can’t develop your stupid countries” (Correct answer)
- “It’s mind boggling to me, especially with 12 million illegals living within your borders”

Question 5
- “Look at what these stupid stupid brain washed trump supporters say sorry we do not support hitler” (Correct answer)
- “If we let the Republicans win... then we deserve what’s coming...” (Correct answer)

Question 6
- “you have to love the Republicans. Racists, bigots and homophobes. I can’t believe what that party has turned into.” (Correct answer)
- “If Republican leadership is going to take credit for the peaks they must take responsibility for the plunges.”

Question 7
- “good”
- “PUKE” (Correct Answer)

Please continue to fully read each comment and provide your best guess of the correct answer. Your performance will be monitored as you complete more HITs. If you provide poor quality answers, all of your work will be rejected and your Compare Comments qualification will be revoked.

Classification task
Workers who passed the test were granted the qualification to complete the comparisons. The following figure provides an example screenshot of the task.
Uncivil word dictionary