Temperature and intensity dependence of the open-circuit voltage of InGaN/GaN multi-quantum well solar cells
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\section{1. Introduction}

In recent years, InGaN/GaN multi-quantum well (MQW) structures have gained increasing interest for photovoltaic (PV) applications [1–7]. This is principally due to their large absorption coefficient and the tunability of the bandgap of InGaN alloys over the whole visible spectrum. Moreover, their resistance to radiation and their high thermal stability make III-nitrides ideally suited for photovoltaic applications [3,6,7]. In particular, recent studies have shown good performance of InGaN/GaN MQW cells at high solar concentration and over a large temperature range [8]. The principal motivating application for our study is incorporating PV devices in hybrid concentrating PV-solar thermal power systems where the solar cell absorber operates at high enough temperatures to drive conventional steam turbines [9]. This is distinct from and unrelated to thermo-photovoltaic power generation where the PV cells are irradiated by an intermediate hot source rather than directly by solar radiation, with the cells maintained at as low a temperature as feasible.

The open-circuit voltage ($V_{oc}$) is of special importance for concentrated photovoltaics working at high temperatures. While increasing irradiance increases $V_{oc}$, higher temperatures decrease it [10]. The optimization of solar cell performance therefore requires a full understanding of the dependence of $V_{oc}$ on incident intensity and device temperature $T$.

$V_{oc}$ is related to the splitting of the electron and hole quasi-Fermi levels, which results from the balance of optical generation rate $G$ and recombination rate $R$, i.e. $R(n,p) = G$, where $n$ and $p$ are the respective carrier densities. If a single recombination channel dominates and the Boltzmann approximation is valid, then assuming $n = p$ the difference of the quasi Fermi levels and thus $V_{oc}$ is given by [11]

$$V_{oc} = \frac{E_g}{q} + \frac{n_k T}{q} \ln \frac{G}{C(N_c N_v)}.$$  

(1)

Here $E_g$ is the band gap energy, $n_k$ the Boltzmann constant, $q$ the elementary charge, $C$ the recombination parameter, and $N_c,v$ the electron and hole effective density of states. $G$ is assumed proportional to the incident light intensity. The parameter $\eta$ is related to the degree of the recombination process and is 2, 1 or 2/3 for Shockley–Read–Hall, radiative and Auger recombination, respectively [11].

$V_{oc}$ is also described by the equivalent diode model [10,13] as

$$V_{oc} = \frac{E_g}{q} + \frac{n_k T}{q} \ln \frac{I_{ph}}{I_0}$$  

(2)

where $I_0$ is the diode saturation current, $I_{ph}$ is the photo-generated current and $q$ is the diode ideality factor. Comparing with (1), the diode ideality factor can be related to the dominant recombination process. Note that $q$ is bias-dependent since the dominant recombination process
device heating at high intensity are accounted for. In the ABC model, the Shockley–Read–Hall (SRH) recombination at lower concentration, but drops quickly to below 1. This suggests the dominance of defect-related processes such as trap-assisted tunneling [14].

As seen from both models, the temperature and intensity dependence of \( V_{oc} \) permit the determination of two important device parameters. The extrapolation to \( T = 0 \) K should provide \( E_g \) independent of \( G \). The derivative of \( V_{oc} \) with respect to \( \ln G \) at fixed \( T \) should yield a constant slope from which the value of \( \eta \), and hence the dominant recombination mechanism can be deduced. These two quantities can be obtained experimentally by temperature and intensity dependent measurements, respectively.

Such experiments have been performed recently on c-plane InGaN/GaN MQW solar cells [8], revealing discrepancies with the above deductions from the simple analytic models. Specifically, the extrapolated value of \( qV_{oc} \) was found to be larger than the \( E_g \) extracted from photoluminescence (PL) and external quantum efficiency (EQE) measurements. Moreover, at intensities above \( \sim 100 \) suns, the \( V_{oc} \) versus \( \ln G \) curve changes slope. Fig. 1 shows the measured \( V_{oc} \) as a function of \( T \) for different intensities measured with a fiber-optic minidish solar concentrator [15,16]. For the lower concentration regime, the data show linear behavior as predicted from the model equations. Linear extrapolations to \( 0 \) K at different intensities, indicated by dashed lines in the figure, indeed converge to a single value of \( E_g \approx 3.15 \) eV. But this is \( \sim 0.3 \) eV higher than the \( E_g \) extracted from both quantum efficiency and PL measurements, considering the temperature dependence of \( E_g \) described by Varshni’s law [12], and also with respect to theoretical \( k \)-\( p \) calculations we performed for this device structure. Similarly, the slope \( S = \frac{q}{k_B T} \cdot \partial V_{oc} / \partial \ln G \) of the \( V_{oc} \) versus intensity data shown in Fig. 3 is constant near a value of 2 up to \( \sim 100 \) suns, but then drops quickly to below 1. This suggests the dominance of defect-related Shockley–Read–Hall (SRH) recombination at lower concentration, but also a transition to other recombination processes, or a thermal effect at higher intensity, or both.

2. Calculation

We will now show that the data are compatible with the ABC model commonly used for the analysis of III-nitride light emitting diodes (LEDs) [17,18], provided a temperature-dependent SRH parameter and device heating at high intensity are accounted for. In the ABC model, \( R \)

![Fig. 1. \( V_{oc} \) versus temperature \( T \) for the studied InGaN/GaN MQW solar cell. The black squares are measured values for different intensities from 3.5 to 991 suns. \( E_g/q \) is estimated from the EQE (blue open symbols) and PL (green star) data and are indicated. The blue dashed line is a fit to the EQE data based on Varshni’s law, with parameters from the literature [12], which allows an estimation of the lowest transition energy at 0 K. The gray shaded area is a guide to the eye, indicating the expected range of \( E_g/q \). The experimental uncertainty in \( V_{oc} \) and \( E_g/q \) is on the order of mV and therefore not shown. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](image)

changes as carrier injection varies. It can be larger than 2 in the presence of other processes such as trap-assisted tunneling [14].

is given as a sum of three contributions up to third order in the carrier density:

\[
R = An + Bn^2 + Cn^3. \tag{3}
\]

This model follows from standard recombination models [19] under the assumption of equal electron and hole densities. The first two terms are identified with SRH and radiative recombination, respectively, and the third with Auger recombination, although it might also model carrier leakage [20]. It can be assumed that all recombination in the MQW structure is governed by the quantum well populations, so that \( n \) is interpreted as the 2D electron density. We also invoke the Boltzmann approximation, which is justified for the intensities considered here. Furthermore, we identify \( V_{oc} \) with the quasi-Fermi level splitting in the MQW region, and assume a homogeneous distribution of generation and recombination over the quantum wells. Then \( V_{oc} \) can be obtained in closed form from (3) equating \( R = G \) and using formulas for solving cubic equations [21]. This leads to

\[
\Delta_0 = B^2 - 3AC, \quad \Delta_1 = 2B^3 - 9ABC - 27C^2G, \tag{4a}
\]

and finally

\[
V_{oc} = \frac{E_g}{q} + \frac{2k_B T}{q} \ln \left[ \frac{1}{3C} \sqrt{N_e N_h} \left( \frac{B + \zeta + \Delta_0}{\zeta} \right) \right]. \tag{4c}
\]

In (4a), the physically meaningful root must insure that \( n \) is real and positive. There is only one such root since \( A, B, C, G > 0 \). For evaluating \( E_g \), we used the measured PL peak energy and the extrapolation to 0 K via Varshni’s law. In each QW was estimated from the measured short-circuit current density \( J_{sc} \) and EQE as \( G = J_{sc}/(0.6N_{QW}) \). \( N_{QW} = 30 \) is the number of QWs and 0.6 is a rough estimate for the extraction efficiency, which for simplicity has been taken as constant. The 2D densities of states in the QWs are given by \( N_{e,v} = m_{e,v} k_B T/e^2 \), where we used for the effective masses \( m_e \) and \( m_h \) values from Ref. [12]. Table 1 lists all parameters and references.
Fig. 2. Temperature dependence of the SRH recombination parameter \( A \) according to Eq. (5), for the parameters used in this work (red). The symbols show values from Ref. [22], where \( A \) has been extracted from differential lifetime measurements (experimental uncertainty was not provided). The fit to Eq. (5) (dashed line) and corresponding parameters are given for comparison. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

At this point, it would be tempting to fit the parameters \( A, B \) and \( C \) to the data. This, however, does not solve the problem of the overestimation of \( E_\text{r} \) at \( T = 0 \, \text{K} \). In addition, it leads to unrealistically high values of \( B \) and \( C \) compared to their published values \([18, 22, 23]\).

Note, however, that a large \( C \) parameter might be justified in the case of carrier leakage, although this is observed in LEDs only at high carrier injection \([20]\). A large \( B \) parameter, on the other hand, could be justified by supposing a trap-assisted Auger process, but signatures of this have so far been observed only in low-efficiency MBE-grown devices \([24]\). Since values for \( B \) and \( C \) are relatively well established, both from measurements and theoretical predictions, we preferred to reduce the number of fitting parameters by using experimentally-extracted \( B \) and \( C \) from the work of Ref. \([22]\). Moreover, it is reasonable to assume that \( B \) and \( C \) have similar values in quantum wells of similar composition and thickness, as is the case here, while \( A \) may be largely process dependent.

In order to reproduce the observed thermal behavior, we adopted a temperature dependent model for \( A \) of the form \([25, 26]\)

\[
A(T) = \frac{A_0}{1 + \cosh(E_T/k_BT)^{-1}},
\]

where \( A_0 \) in \( \text{s}^{-1} \) is a constant depending on defect density and properties of the defect state, and \( E_T \) is the energy level of the defect state measured from the intrinsic Fermi level. Fig. 2 shows \( A(T) \) for the parameters used in this work to fit the experimental \( V_{\text{oc}} \) (see Table 1) in comparison with published values \([22]\) and the corresponding fit. It can be observed from the figure that the model can reasonably fit the measured \( A(T) \) from \([22]\), however with different parameters. The larger \( A_0 \) in our case suggests a larger trap density in the studied solar cell structures, while in both cases the obtained \( E_T \) indicates a deep trap level. \( E_T \) controls the slope of \( A(T) \) at high temperatures, and in our analysis it is mainly responsible for the good simultaneous fit at all temperatures. We note, however, that using \( E_T \approx 60 \, \text{meV} \) instead of 120 meV does not dramatically change the results (see Supporting Information, Fig. S1). Also, our fitting parameters are not necessarily to be associated with a specific trap state, because they most probably have to be interpreted as effective parameters due to the phenomenological nature of our model.

Based on the measured short-circuit currents (see Supporting Information, Fig. S2), it is reasonable to expect that at 1000 suns carrier injection is still roughly an order of magnitude below that at typical current densities at maximum internal quantum efficiency in InGaN/GaN LEDs \([18, 27]\). Hence even at high solar concentration \( V_{\text{oc}} \) is still largely limited by SRH recombination. This holds true also when extrapolating the temperature dependence of \( B \) and \( C \) reported in Ref. \([22]\) by a power law (see Supporting Information, Fig. S3), so that in our model we considered constant values for simplicity. Therefore, the measured change in slope of the \( V_{\text{oc}} \) versus intensity curves apparently cannot be explained by the transition between dominant recombination mechanisms.

Instead, we posit a non-negligible thermal effect, because under open circuit a major part of the absorbed optical power is transformed to heat via thermalization and non-radiative recombination of photo-generated charge carriers. The heat sink we used to maintain the cell at a constant base-plate temperature \( T \) cannot remove this heat fast enough to prevent noticeable cell overheating once the cell irradiance exceeds several hundred suns. To model this, we assumed a constant thermal resistance \( R_{\text{th}} \) so that the device temperature is given by \( T_{\text{MW}} = T + R_{\text{th}} P \), where \( P \) is the absorbed power. Using \( P = 0.1 \, \text{W/cm}^2 \) (1 sun) and the active cell area of 0.125 \( \times \) 0.125 \( \text{cm}^2 \), we obtain \( R_{\text{th}} \approx 17 \, \text{K/W} \). This value is in the range that would be expected for our experimental configuration \([28]\), and leads to an additional temperature increase of ~27 K at 1000 suns.

3. Results and discussion

Fig. 1 presents the modeled \( V_{\text{oc}} \) as a function of \( T \) and a broad range of solar intensities up to ~1000 suns together with our measurements, using model parameters given in Table 1. Data at higher intensities are

|\( A_0 \) \( \text{cm}^{-1} \text{eV}^{-1} \) \( \text{s}^{-1} \) \( \text{meV} \) \( \text{Fit} \) \n
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Table 1
Model parameters.
not shown, because they are indistinguishable from the curve at 991 suns on the scale of the plot. The linear regression of the measured data and the extrapolation to 0 K are given by the red dashed lines. Since the measured \( qV_{oc} \) is expected to be smaller than \( E_g \), or more specifically the ground-state transition energy, we compare it with the measured PL peak energy and \( E_g \) extracted from EQE measurements. This is indicated in Fig. 1 by the green star and the blue open symbols, respectively. In order to obtain \( E_g \) at 0 K, we extrapolated the data according to Varshni’s law for the temperature dependence of \( E_g \), using published values for the model parameters and a linear interpolation between values for GaN and InN [12].

The linear interpolation from the high-temperature \( V_{oc} \) data leads to an overestimation of \( E_g \), which is incompatible with the direct measurement. Moreover, this precludes fitting the data using the measured \( E_g \). In contradistinction, it can be seen that the model employing a temperature-dependent SRH parameter \( A \) predicts a change in slope at around 200 K, which is associated with a transition from SRH to radiative-dominated recombination. Setting \( E_g \) in the analytic formulas to the value obtained by measurement, we can consistently reproduce the measurements using the correct \( E_g \) at 0 K. This shows that incorrect values of \( E_g \) are obtained from linear regression of the data around room temperature due to the temperature dependence of the recombination parameters. Moreover, such a transition to a radiatively-dominated regime at low temperatures is compatible with the assumption often made for III-nitride LEDs that the PL efficiency approaches 100% near 0 K [29].

Fig. 3 compares model results against the data as a function of intensity. The slope of 2 at low solar concentration is well reproduced, while the sub-linear behavior at larger concentration is accounted for by the additional heating as described above. Note that the curves at different temperatures can be fitted conjointly thanks to the temperature-dependent SRH parameter. Trying to reproduce these curves by adjusting the recombination parameters \( A, B, C \) is possible, but leads to values of \( B \) and \( C \) which are up to 5 orders of magnitude larger than published values (vide supra). In fact, in the devices studied here, Auger recombination does not seem to be relevant and could therefore have been eliminated from Eq. (3). However, in view of its application to other solar cell types and materials, we find it preferable to formulate the model including all three main recombination models.

4. Conclusions

In conclusion, we have shown that the measured intensity and temperature dependence of \( V_{oc} \) of c-plane InGaN/GaN MQW solar cells is compatible with the ABC model describing recombination in such structures, provided a temperature-dependent SRH parameter is used and self-heating is taken into account. The model can then correctly reproduce the high temperature behavior of \( V_{oc} \), while recovering the correct value of \( E_g \) at 0 K. This results also explain the discrepancy between the linear temperature extrapolation of \( V_{oc} \) to 0 K and the measured \( E_g \). This is important inasmuch as \( V_{oc} \) at 0 K represents the maximum voltage that can be generated by a solar cell. In this context, it will be interesting to generalize our results to a wide range of solar cells based on direct and indirect semiconductors.
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