Trace-gas detection in ambient air with a thermoelectrically cooled, pulsed quantum-cascade distributed feedback laser
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A pulsed quantum-cascade distributed feedback laser operating at near room temperature was used for sensitive high-resolution IR absorption spectroscopy of ambient air at a wavelength of 8 μm. Near-transform-limited laser pulses were obtained owing to short (~5-ns) current pulse excitation and optimized electrical coupling. Fast and slow computer-controlled frequency scanning techniques were implemented and characterized. Fast computer-controlled laser wavelength switching was used to acquire second-derivative absorption spectra. The minimum detectable absorption was found to be 3 × 10⁻⁴ with 10⁵ laser pulses (~20-kHz repetition rate), and 1.7 × 10⁻⁴ for 5 × 10⁵ pulses, based on the standard deviation of the linear regression analysis. © 2000 Optical Society of America
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1. Introduction

The detection and quantification of trace gases in ambient air are of considerable importance for a number of applications, such as environmental monitoring, combustion diagnostics, and atmospheric chemistry. Precise, selective, and fast concentration measurements can be accomplished with IR absorption spectroscopy, because almost all molecules have strong absorption bands in the mid-IR region (2–20 μm). To realize the potential of this method, a tunable narrow-linewidth mid-IR source is necessary. Fabry–Perot lead-salt diode lasers have been the standard choice for use in this spectral region. Recently developed quantum-cascade lasers with distributed feedback (QC-DFB) combine reliable single-frequency operation with high optical power and ease of handling. These features should lead to their wide adoption for spectroscopy (especially monitoring) applications throughout the mid-IR spectral region once they become commercially available. Already several high-resolution and high-sensitivity absorption spectroscopy measurements with QC-DFB lasers have been reported. A potentially important property of QC lasers is that they can be operated without cryogenic cooling, to and above room temperature. This ability is of considerable value for many potential applications. Room-temperature operation, however, is possible only with a pulsed current excitation of typically ≤100-ns short pulses and a low (~1%) duty cycle and is accompanied by frequency chirping. Absorption spectroscopy with such pulsed QC-DFB lasers near room temperature has been reported in Refs. 6 and 7. Here we report on the further development of techniques for high-sensitivity laser absorption spectroscopy with thermoelectrically cooled QC-DFB lasers. The utility of these techniques is demonstrated by CH₄ and N₂O concentration measurements in ambient air.

2. Experimental Details

A schematic of the configuration of the pulsed QC-DFB laser-based gas sensor is shown in Fig. 1. A QC-DFB laser designed for pulsed operation at ~8 μm near room temperature was mounted on a three-stage thermoelectric unit inside compact evacuated housing (75 mm × 75 mm × 75 mm). The thermoelectric unit was driven by a temperature controller (Wavelength Electronics LFI-3751) communicating...
with a laptop computer through an RS232 serial communication port. The temperature of the QC-DFB laser could be varied from −40 °C to above room temperature. In practice the laser temperature was usually kept below +6 °C because of a rapid decrease in laser power, an increase in threshold current, and the appearance of mode instabilities at higher temperatures. The laser light was collected and shaped into a narrow parallel beam by two off-axis parabolic mirrors and an uncoated BaF2 lens. An additional lens with \( f = 500 \text{ mm} \) was used to focus the beam on the entrance aperture of a 100-m path-length multipass cell (New Focus Model 5612). To obtain absorption spectra, a zero-air rapid background subtraction technique was employed: The spectrum of nonabsorbing ultrapure nitrogen was subtracted from the spectrum of the gas sample being studied. The required rapid gas exchange was obtained by use of a pressure controller in combination with an electromagnetically actuated three-way valve. After exiting the multipass cell, the IR radiation was collected with a small off-axis parabolic mirror and detected with a liquid-nitrogen-cooled photovoltaic HgCdTe detector with a built-in preamplifier (20-MHz bandwidth). A Peltier-cooled detector could have been used at the cost of 1 order of magnitude of sensitivity. The detector signal was measured with a gated integrator (Stanford Research Systems SR-250) and a 12-bit data acquisition card (DAQC) (National Instruments DAQCard-1200) with a laptop computer. An integration window of 15 ns was set to integrate the signal at a peak of \( \sim 35 \text{-ns FWHM detector response} \). The useful signal was separated in time from any interfering scattered light owing to a 330-ns delay of the laser pulse in the multipass cell.

Short current pulses (\( \sim 5 \text{-ns FWHM} \)) were supplied to the laser through a low-impedance stripline. This short duration was selected because we found that the laser linewidth decreased when the pulse duration varied from 50 to 7 ns. The pulse repetition rate was limited to 20 kHz by the minimum acquisition time of the gated integrator. A variable pedestal of computer-controlled subthreshold current was added to each pulse, enabling fast wavelength tuning. A similar frequency scanning technique with an analog subthreshold linear current ramp has been described in Refs. 6 and 7. In our experiments the current offset was created by applying an amplified computer-synthesized voltage from the digital-to-analog converter of the DAQC to the laser through a decoupling resistor, \( R_1 = 50 \Omega \). Computer control adds flexibility to the device architecture, enabling arbitrary waveforms to be applied. We found that when the subthreshold current exceeded 230 mA, the laser operation became unstable. This effect limited fast laser tunability to \( \sim 0.23 \text{ cm}^{-1} \). Slow laser frequency tuning was performed by changing the laser temperature. Variation of the laser temperature from −25 to +5 °C allowed tuning in a spectral range from \( \sim 1255.5 \) to 1258.0 cm\(^{-1}\). Frequency calibration curves for slow and fast laser scans are shown in Figs. 2(a) and 2(b), respectively. These data were
obtained by using the interference fringes produced by two air-separated uncoated ZnSe surfaces. The slow scan is linear with a coefficient of $-0.084 \text{ cm}^{-1} \text{C}$. The solid line in Fig. 2(b) shows a third-order polynomial fit.

Initial experiments indicated that the spectral shape of the pulsed QC-DFB laser radiation exhibited a sharp peak and a broad lower-frequency tail, sometimes with oscillations. The portion of the energy in the tail increases with excitation laser current and especially with the duration of current pulses, being very pronounced when the pulses are longer than 10 ns. We attribute this effect to the heating of the QC-DFB lasers by the excitation current pulse. The oscillations are most likely due to imperfect coupling of the laser to the pump pulse source and related electric ringdown. A compact pulser module with a fixed pulse duration of $\sim 5$ ns was used in the present laser spectrometer design to minimize the heating-related laser frequency chirp. This module produces electric pulses with a sharp rising front and an exponentially decaying tail. It was connected to the laser with a high-frequency stripline. A coupling resistor, $R_2 = 7.9 \Omega$, was connected to the stripline to suppress electrical oscillations in the circuit. The correct choice of $R_2$ is critical for the spectral properties of the QC-DFB laser radiation. The use of this resistor was found to ensure a significantly smaller laser linewidth ($2 \times$) at the same or even higher laser power levels.

3. Results and Discussion

Both fast-scan and slow-scan techniques were investigated for acquiring absorption spectra. An approximate absolute frequency calibration (laser frequency as a function of temperature) was made before the trace-gas concentration measurements. We accomplished this by measuring the transmission of a 3-cm-long reference cell filled with 2 Torr of CH$_4$ while we varied the laser temperature.

A. Fast Frequency Scanning

In a fast-scan data-acquisition mode, the laser temperature was chosen first so that the laser operated near an absorption line of interest. The pulse generator was triggered by the DAQC, and a computer-synthesized voltage pedestal was applied to each short high-current pump pulse. The intensity of each laser pulse was individually measured after the multipass cell, digitized, and stored in the computer memory. Each scan consisted of 512 data points, limited by the available onboard DAQC memory. The scans were repeated continually, and the data were averaged until a preset number of scans was reached.

The laser frequency exhibits an essentially nonlinear dependence on the offset voltage applied to the stripline as seen in Fig. 2(b). This nonlinearity was taken into account, and the voltage waveform was corrected so that the laser frequency varied linearly with the data point number (hence with time) during each scan. If the relative laser frequency $\nu (\nu = 0$ at $N = 0$, where $N$ is a data point number) depends on the applied voltage as $\nu = f(U)$ and the voltage is related to the data point number as $U = g(N)$, a desired linear relation of frequency and data point numbers can be expressed as

$$\nu = f(U) = f[g(N)] = \nu_{\text{max}} \times N/N_{\text{max}},$$

which yields

$$U = g(N) = f^{-1}(\nu_{\text{max}} \times N/N_{\text{max}}).$$

Using this equation, we numerically calculated the function $g(N)$ from the data in Fig. 2(b), and the resulting array of 512 points was loaded into computer memory for subsequent voltage synthesis. Further calibration based on interference fringes confirmed the linear dependence of frequency versus the data-point number for the total scan range of 0.22 cm$^{-1}$. All the data for the fast-scanning mode were obtained with this linearization technique.

To characterize the spectral properties of the laser pulses, the laser temperature was set to $-8.5 ^\circ\text{C}$ to enable a fast scan across the CH$_4$ absorption line at 1256.601 cm$^{-1}$. The laser pulses were detected after they passed through a 3-cm-long cell that was alternately filled with 1.25 Torr of CH$_4$ and evacuated. The measured absorption spectrum is shown in Fig. 3 as a solid curve. The area under the acquired absorption curve was found to be 15% less than an expected value obtained with this linearization technique.

The HITRAN spectroscopic database. This inconsistency is due to the ambiguity in the baseline shape because of interference fringes created by the plane-parallel windows of the absorption cell. The baseline ambiguity makes it difficult to measure accurately the area under the broad pedestal observed in the spectrum. Nevertheless, it is evident that this spectral pedestal is asymmetric. This fact points to the presence of a frequency chirp, because the Fourier transform of any monochromatic pulse is
symmetric. However, the pulse spectrum has a narrow peak that can be approximated by a Fourier transform of a rectangular pulse that is $t_5 = 3.1$ ns long. A convolution of the function $g(n) = \text{const} \sin^2(\pi n\tau)/\tau^2$ with an absorption line shape is shown by the dashed curve in Fig. 3; $g(n)$ is normalized so that the difference between peak and dip positions is the same as for the measured spectrum. A rectangular pulse shape is a good approximation to the actual laser pulse, because the laser starts to emit only after the injected current reaches the lasing threshold and the derivative of current cannot instantly change its sign on top of the current pulse. From a comparison of areas under the solid and the dashed curves we estimate that the portion of energy in the transform-limited part of the spectrum is 75%. The FWHM of the narrow spectral peak is $9.5 \times 10^{-3}$ cm$^{-1}$, or 290 MHz. The acquired laser line shape describes the instrument function of the laser spectrometer and was used to process the absorption spectra described below. The achieved spectral resolution cannot be significantly improved for this kind of laser because of the Fourier-transform limitation for shorter pulses and significant frequency chirping for longer pulses. Further narrowing of the laser linewidth requires lasers with decreased thermal dissipation.

We applied the described data-acquisition technique to detect CH$_4$ and N$_2$O in ambient air by using...
a 100-m path-length optical multipass cell. The laser temperature was set to −8.5 °C to detect a CH$_4$ absorption line at 1256.601 cm$^{-1}$ and to −6.2 °C to detect an N$_2$O absorption line at 1256.371 cm$^{-1}$. Examples of acquired spectra are shown in Fig. 4. The weaker line in Fig. 4(a) is due to HDO absorption at 1256.684 cm$^{-1}$. Both spectra were acquired at 85-Torr air pressure in the multipass cell. The baseline (no-absorption line) of the acquired data exhibit some slow variations despite use of the zero-air technique. We attribute this to acoustic vibrations of the optical table that lead to small displacements of the laser beam. This was confirmed by a spectral analysis of the noise, which indicated a strong 90-Hz component that correlates with optical table vibrations. A single cycle of data acquisition (510 laser pulses) corresponds to a frequency of 20 kHz/510 = 40 Hz, in accord with the conclusion that acoustic noise causes the variations in the observed baseline.

To determine the concentrations of absorbing species, the following procedure was applied:

1. The acquired spectra were numerically differentiated by subtracting a shifted array of the same data. This resulted in suppressing the baseline offset and slow baseline variations [Fig. 5(a)].
2. The absorption of air in the cell at 85 Torr was simulated by the HITRAN database, and this spectrum was convolved with the laser spectrometer instrument function shown in Fig. 3.
3. The resulting simulated absorption spectrum was numerically differentiated as in step (1).
4. Linear regression analysis was applied to define the ratio of absorption in the experimentally observed spectrum to the corresponding absorption in the simulated spectrum [Figs. 5(b) and 5(c)]. This ratio was obtained as a slope of the linear fit.

This algorithm was applied to determine the concentrations of CH$_4$, HDO, and N$_2$O in air. The results are listed in Table 1. The methane concentration is in good agreement with previous measurements in the Houston area. Absorption of HDO, when compared with the HITRAN data, gives a relative humidity of 49%, which is lower than the hygrometer readings of 60%. However, the isotopic abundance of deuterium assumed in this database is 10–30% higher than in natural atmospheric water vapor, and this explains the deviation of the humidity calculated from the HDO absorption and the hygrometer readings.$^{10}$ The concentration of N$_2$O was found to match the standard air value. The calculated standard deviation of the fitting line slope for all three absorption lines corresponds to a minimum detectable absorption of $3 \times 10^{-4}$ when averaging over 200 scans (10$^4$ laser pulses at a 20-kHz repetition rate, 15 s of total data-acquisition time including software delays) and $1.7 \times 10^{-4}$ for 1000 scans.

### B. Slow Frequency Scanning

To cover a larger frequency range in a single laser scan, slow temperature scanning is necessary. The simplest technique of acquiring such spectra consists of a slow continuous change in the laser temperature while absorption of the laser pulses in the gas sample is periodically measured. When such measurements were carried out it was found that low-frequency noise is present in the acquired spectra with a peak-to-peak magnitude corresponding to ~1% absorption. This noise was due mainly to acoustic vibrations of the laboratory table. (In particular, a strong 90-Hz component was found.) To eliminate the low-frequency noise, we applied a modification of the wavelength-modulation technique. Our method is illustrated in Fig. 6. A sequence of 510 laser pulses with a repetition rate of 20 kHz was

![Fig. 6. Schematic of computer-controlled wavelength cycling for a pulsed QC-DFB laser. The steps show a subthreshold current (controlled by the computer-synthesized voltage $U_\lambda$) added to the short laser excitation pulses represented as spikes. The laser wavelength cycles through three temperature-dependent values $\lambda_\lambda$.](image-url)
periodically generated, and pedestals of software-selectable voltages, \( U_0, U_+, \) or \( U_- \), were added cyclically to each subsequent electrical excitation pulse. Such an alternating offset resulted in switching the laser wavelength among three (close) values, and the data were separately collected and averaged over 510/3 = 170 pulses for each wavelength. So, this 25.5-ms-long train of 510 pulses resulted in almost simultaneous laser pulse attenuation measurements at three different temperature-dependent wavelengths. When repeated continually, such measurements provide three arrays of data, \( S_0(T), S_+(T), \) and \( S_-(T) \) [Fig. 7(a)], where \( S \) is the IR detector signal. Differences \( D(T) = S_+(T) - S_0(T) \) and \( D^2(T) = S_+(T) + S_-(T) - 2S_0(T) \) yield discrete analogs of the first and the second derivatives \( \partial S/\partial \nu \) and \( \partial^2 S/\partial \nu^2 \), respectively. Low-frequency noise adds the same fluctuations to all three data arrays; therefore \( D(T) \) and \( D^2(T) \) are free of them. To obtain a high \( D(T) \) and \( D^2(T) \) without loss of resolution, voltage pedestals were chosen so that the frequency differences, \( \nu_+ - \nu_0 \) and \( \nu_0 - \nu_- \), matched the half-width of an absorption feature, namely, \(-0.012 \text{ cm}^{-1} \) at a pressure of 50 Torr.

An example of a \( D^2(T) \) spectrum of ambient air is shown in Fig. 7(b). This spectrum was derived from the set of data represented in Fig. 7(a) and was acquired at 50 Torr of air in the 100-m path-length multipass cell. The \( D^2(T) \) signal was not normalized to the laser intensity, which increased almost 8.5 times from \(+5 \) to \(-25 \degree \text{ C} \). The noise did not depend noticeably on the temperature (and laser intensity) and also did not change when the laser beam was blocked. Separate measurements of the dark noise also revealed a match to the noise in a \( D^2(T) \) signal. This confirms cancellation of the vibration-related fluctuations in the detected signal. It also means that fluctuations in energy of the laser pulses are negligibly small compared with detection noise.

A comparison of the signal-to-noise ratio in the \( D^2(T) \) data to the known absorption of CH\(_4\), H\(_2\)O, and HDO lines near 1256.6 cm\(^{-1} \) (\(-7 \degree \text{ C} \)) showed that the detection limit of these measurements is \( 6 \times 10^{-4} \) peak absorption. That compares with a minimum detectable absorption of \( 3 \times 10^{-4} \) for 200 averaged fast scans. An estimate of the number of laser pulses \( N \) involved in the measurements of a single absorption line was made. An addition of uncorrelated fluctuations in quadrature when the derivative is calculated was also taken into account. This evaluation gave a four times lower \( N \) value for a slow scan than for a 200 times averaged fast scan. Hence the detection limit normalized to \( \sqrt{N} \) is the same for fast and slow scans. The sensitivity for both modes of spectral measurements is limited by random errors of the measuring electronics (mainly by detector dark noise).

4. Conclusions

A laser spectrometer with an instrument function of 290 MHz based on a thermoelectrically cooled QC-DFB laser was developed. Computer control of the QC laser current allows fast 0.22-cm\(^{-1} \)-long linear laser frequency scans, or an alternative mode of operation permits the acquisition of second derivative absorption spectra for slow 2.5-cm\(^{-1} \)-long scans while low-frequency noise is suppressed. Concentration measurements of CH\(_4\), N\(_2\)O, and HDO in ambient air were carried out. An absorption sensitivity of \( 1.7 \times 10^{-4} \) was achieved.

The authors thank Robert F. Curl for useful discussions. Financial support of the research performed by the Rice group was provided by the National Aeronautics and Space Administration (NASA), Institute for Space Systems Operations (ISSO), the Texas Advanced Technology Program, the National Science Foundation, and the Welch Foundation. The research performed at Bell Laboratories was partially supported by the Defense Advanced Research Projects Agency (DARPA)/U.S.
Army Research Office under grant DAA G 55-98-C-0050.

References


