Thermal effects of an ICL-based mid-infrared CH$_4$ sensor within a wide atmospheric temperature range

Weilin Ye$^{a,b}$, Chuantao Zheng$^{c,*}$, Nancy P. Sanchez$^d$, Aswathy V. Giriya$^b$, Qixin He$^{b,c}$, Huadan Zheng$^b$, Robert J. Griffin$^d$, Frank K. Tittel$^b$

$^a$Intelligent Manufacturing Key Laboratory of Ministry of Education, College of Engineering, Shantou University, 243 Daxue Road, Shantou 515063, PR China
$^b$Electrical and Computer Engineering Department, Rice University, 6100 Main Street, Houston, TX 77005, USA
$^c$State Key Laboratory of Integrated Optoelectronics, College of Electronic Science and Engineering, Jilin University, 2699 Qianjin Street, Changchun 130012, PR China
$^d$Department of Civil and Environmental Engineering, Rice University, 6100 Main Street, Houston, TX 77005, USA

ABSTRACT

The thermal effects of an interband cascade laser (ICL) based mid-infrared methane (CH$_4$) sensor that uses long-path absorption spectroscopy were studied. The sensor performance in the laboratory at a constant temperature of ~25 °C was measured for 5 h and its Allan deviation was ~2 ppbv with a 1 s averaging time. A LabVIEW-based simulation program was developed to study thermal effects on infrared absorption and a temperature compensation technique was developed to minimize these effects. An environmental test chamber was employed to investigate the thermal effects that occur in the sensor system with variation of the test chamber temperature between 10 and 30 °C. The thermal response of the sensor in a laboratory setting was observed using a 2.1 ppm CH$_4$ standard gas sample. Indoor/outdoor CH$_4$ measurements were conducted to evaluate the sensor performance within a wide atmospheric temperature range.

1. Introduction

Methane (CH$_4$) is a potent greenhouse gas that causes instantaneous radiative forcing [1]. The Intergovernmental Panel on Climate Change indicates that anthropogenic CH$_4$ emissions have increased over the last three decades and the atmospheric mixing ratio of CH$_4$ increased from 722 ± 25 ppb in 1750 to 1802 ± 25 ppb in 2011 [2]. A wide range of anthropogenic activities lead to the increasing emission of CH$_4$. The US Environmental Protection Agency reports that the largest sources of anthropogenic CH$_4$ emissions are natural gas and petroleum systems followed by fermentation processes [3,4]. Considering the relevance of CH$_4$ from an environmental and safety perspective, the development of sensitive and reliable sensor systems for monitoring real-time CH$_4$ concentrations in the atmosphere is necessary.

Infrared laser absorption spectroscopy (IR-LAS) sensors play an important role in high-resolution atmospheric trace gas diagnostics. There are various IR-LAS techniques such as direct absorption spectroscopy (DAS), wavelength modulation spectroscopy (WMS) and frequency modulation spectroscopy (FMS) [5–7]. Infrared absorption depends on the gas pressure and temperature. In order to obtain good stability in measurements, strict control of these two parameters is required. Unlike the pressure control achieved with commercial pressure controllers, temperature control is often difficult or not feasible for large multi-pass gas cell (MPGC) based gas sensors due to temperature effects on the mechanical system, electronics and optics, especially when the sensor is used in an environment with a wide temperature range. Although a CH$_4$
sensor possesses satisfactory performance in laboratory settings [8–10], it may not be suitable for operation in harsh environments.

In this work, we report the thermal behavior of the sensor performance of a previously reported CH4 sensor based on long-path, mid-infrared absorption spectroscopy [11,12]. A LabVIEW program was developed to simulate variations of the CH4 absorption with temperature. An environmental test chamber was utilized to investigate the sensor performance for a wide range of temperatures. Both absorption and non-absorption factors responsible for the thermal behavior of the sensor were investigated theoretically through laboratory tests and outdoor CH4 measurements.

2. Sensor structure and laboratory performance

2.1. Absorption line selection

According to the high-resolution transmission (HITRAN) database [13], the absorption spectra of 2% H2O and 2 ppm CH4 at a pressure of 760 Torr, an effective optical path length of 5460 cm and a temperature of 300 K are depicted in Fig. 1(a). Two H2O absorption peaks at 3334.28 nm and 3334.47 nm are observed, which overlap with the CH4 absorption peak at 3334.45 nm. In order to minimize the broadening of these absorption lines, the pressure in the MPGC is reduced to 100 Torr, as shown in Fig. 1(b). One of the CH4 absorption lines at 3334.38 nm without any effect from H2O is separated into two lines at 100 Torr and the other CH4 line occurs at 3334.46 nm. Therefore, the interference-free CH4 absorption line centered at 3334.38 nm was selected as the optimum target line.

2.2. Sensor architecture with temperature monitor

A mid-infrared laser based sensor system using long-path absorption spectroscopy was developed for the detection of CH4 (Fig. 2). A continuous wave (CW), distributed feedback (DFB) ICL centered at 3337 nm (Nanoplus, Germany) was used as the mid-infrared laser source. The laser beam was coupled into a compact MPGC with an optical path length of 54.6 m by a mode matching lens (L) and two plane mirrors (M1 and M2). The beam was focused into a mercury-cadmium-telluride (MCT) infrared detector (PVI-4TTE-3.4, Vigo Systems, Poland) with optimal detection at 3400 nm using a parabolic mirror (PM). A compact, custom laser current driver (CD, with dimensions of 4.2 × 4.8 cm2) and temperature controller (TC, with dimensions of 4.5 × 3.6 cm2) were used for the ICL operation. In order to keep the pressure at a constant value inside the MPGC, a pressure controller (649A, MKS Instruments Inc, MA) and a vacuum pump (N 813.5 ANE/AF, KNF Neuberger Inc, NJ) were employed. Two precision centigrade temperature sensors (TS1 and TS2, LM35, Texas Instruments, USA) were placed inside and outside the MPGC to record the real-time temperature of the target gas (related to absorbance) and the temperature in the optical core of the sensor system, respectively.

2.3. Sensor performance in laboratory tests

CH4 concentration measurements using a 2.1 ppm standard sample (Airgas Company, Houston, TX, USA) and temperatures of the target gas were acquired for a period of ~5 h in a laboratory setting (constant temperature ~25 °C). The blue and red traces presented in Fig. 3(a) show a total variation range of the measured concentration of ±30 ppb for ~5 h observation time. Both concentration and temperature measurements have a low-frequency fluctuation probably caused by AC power-frequency interference induced by other equipment in the laboratory. An Allen-Werle analysis was utilized to evaluate the stability of the CH4 sensor based on the measured data. As shown in Fig. 3(b), the Allan deviation was plotted on a log-log scale versus the averaging time. Unlike a typical Allan deviation plot, the Allan deviation starts to increase at an averaging time of several seconds, due to the absorption spectral averaging in the LabVIEW program before absorption line fitting. This means that the processing in the program has successfully suppressed the White-Gaussian noise and the further data averaging causes no effect. The plot indicates a measurement precision of ~2 ppb with a 1 s averaging time.

3. Thermal effects and compensation

3.1. Theoretical analysis

The transmission of infrared light at frequency ν through a uniform absorbing medium of length L follows the Beer-Lambert law, as
\[
\tau(\nu) = \frac{I(\nu)}{I_0} = \exp[-\alpha(\nu)L],
\]
where C is the volume ratio of the absorption gas, τ(ν) is the transmissivity at frequency ν, I0 is the output intensity, I(ν) is the intensity after passing through the absorbing medium with a length L, and α(ν) is the spectral absorption coefficient which can be described as
\[
\alpha(\nu) = \frac{P_{abs}(T, \nu_0)}{C} \phi(\nu).
\]
where \( P_{\text{in}} \) (unit: atm) is the pressure of the absorbing medium, \( S(T, \nu_0) \) (unit: cm \(^{-1}\) atm \(^{-1}\)) is the line-strength and \( \phi \) (unit: cm) is the line shape function. The line-strength at any temperature \( T \) can be calculated from Eq. (3):

\[
S(T, \nu_0) = S(T_0, \nu_0) \frac{T_0}{T} \frac{Q(T_0)}{Q(T)} \frac{1 - \exp(-h\nu_0/kT)}{1 - \exp(-h\nu_0/kT_0)} \times \exp \left[ \frac{hcE}{k} \left( \frac{1}{T} - \frac{1}{T_0} \right) \right]
\]  

(3)

where \( T_0 \) (unit: K) is gas temperature, \( T_0 \) (unit: K) is reference temperature, \( Q(T) \) is the rovibrational partition function, \( h \) (unit: Js) is Planck’s constant, \( c \) (unit: cm s \(^{-1}\)) is the speed of light, \( k \) (unit: J K \(^{-1}\)) is the Boltzmann’s constant and \( E \) (unit: cm \(^{-1}\)) is the lower state energy [14].

3.2. Absorbance and second harmonic signal at different temperatures

As seen from Eq. (3), the line-strength \( S(T, \nu_0) \) does not have a simple relation with temperature. Therefore, in order to investigate the sensor’s thermal characteristics, a LabVIEW program was developed to simulate the CH\(_4\) absorption spectra for different temperatures. All the parameters in the program are based on the CH\(_4\) sensor setup described in Section 2.3. In order to obtain the 2f signal, a LabVIEW-based lock-in amplifier was employed. The 2f signal amplitude \( V_{2f} \) for 8 different CH\(_4\) concentration levels (1, 2, 3, 4, 5, 6, 7 and 8 ppm) at 25 °C are shown in Fig. 4(a). A fitting curve between \( V_{2f} \) and a concentration level \( C \) was obtained as

\[
C \text{(ppm)} = 368.57276 \times V_{2f}(C, 25 \text{ C}) - 0.02411
\]

(4)

For different temperatures ranging from 10 to 40 °C, for three CH\(_4\) concentration levels (1, 2 and 3 ppm), the maximum voltage of 2f signal amplitude, considering concentration and temperature, was recorded and denoted as \( V_{\text{mea}}(C, T) \). The relative error between \( V_{\text{mea}}(C, T) \) and \( V_{\text{mea}}(C, 25 \text{ C}) \) is given by Eq. (5)

\[
E = \frac{(V_{\text{mea}}(C, T) - V_{2f}(C, 25 \text{ C}))}{V_{2f}(C, 25 \text{ C})}
\]

(5)

where \( V(C, 25 \text{ C}) \) can be calculated from Eq. (4). The results of the relative error are shown in Fig. 4(b). From Fig. 4(b) the measured errors for different concentration levels almost overlap and can be fitted by Eq. (6)

\[
E = 0.16 - 0.00628 \times T(\text{C})
\]

(6)

Therefore, with a measured 2f signal amplitude \( V_{\text{mea}}(C, T) \) and a temperature \( T \), we can obtain the compensated 2f signal amplitude as:

\[
V_{2f}(C, 25 \text{ C}) = \frac{V_{\text{mea}}(C, T)}{1 + E}
\]

(7)

Combining Eqs. (4), (6) and (7), we obtain a compensation equation for the concentration as

\[
C \text{(ppm)} = 368.57276 \times V_{\text{mea}}(C, 25 \text{ C})/(1.16 - 0.00628T) - 0.02411
\]

(8)

3.3. Absorbance compensation

Absorbance data of three CH\(_4\) concentration levels (1, 2 and 3 ppm) from the HITRAN database at 7 different temperatures (10, 15, 20, 25, 30 35 and 40 °C) were used to study the thermal variation and compensation effect of the CH\(_4\) sensor system. From the circle symbols in Fig. 4(c), we can see that when the temperature is changed from 10 to 40 °C, the relative variation of the measured results is ~18.2%, 18.9% and 19.7% for the concentration levels of 3, 2 and 1 ppm, respectively. Here, the relative variation (RV) is given by Eq. (9)

\[
RV = (\text{Measured maximum} - \text{Measured minimum})/\times \text{Target concentration}
\]

(9)

According to Eq. (8), the compensation values of the concentration are shown as square symbols in Fig. 4(c). After compensation, the relative variation of the measured results reduced to 0.7%, 0.6%
and 0.7% at 3, 2 and 1 ppm respectively, which is considerably smaller than the values before compensation.

4. Indoor and outdoor thermal effect measurements

4.1. Indoor measurements

The CH₄ sensor was placed in an environmental test chamber (ESPEC, Walk-in series SCP–220) located in the Air Quality Research Group at Rice University. The chamber was operated in a constant temperature mode. A 2.1 ppm CH₄ standard cylinder was used to verify the variations of the CH₄ concentration levels. The temperature of the sensor system and the measured CH₄ concentrations are shown in Fig. 5(a) with variation of the test chamber temperature between 10 and 30 °C. Fig. 5(b) shows the relationship between measured concentration before and after the compensation. The measured concentration increased by ~70% (from 2 ppm to 3.5 ppm) as the temperature in the MPGC decreased by ~42% when the temperature drops from 24 °C to 14 °C.

Eq. (8) was used to compensate for the influence of temperature variations. There is an improvement with the compensation, due to the reduction in the fluctuation from 0.09358 ppm/°C to 0.08074 ppm/°C, which confirms that the compensation method is effective. The compensation result is shown in Fig. 5(b). The compensation is not sufficient to bring the measurements into agreement with the theoretical value of 2.1 ppm, indicating that the sensor not only experiences thermal effects due to the infrared absorption but also due to the associated electronics, mechanical and optical components of the sensor system.

4.2. Outdoor measurements

In order to study the effects of ambient temperature variations, we deployed the CH₄ sensor outside the Laser Science Group laboratory on the Rice University campus (Fig. 6) and used a 2.1 ppm standard cylinder to record variations of the CH₄ concentration level as the temperature varied during the day.

The experiments were carried out between May and June 2017 when the temperature in Houston varied from ~20 °C in the morning to >30 °C in the afternoon. The results of a typical test are shown in Fig. 7. Monitoring with CH₄ sensor was started at 7:00 AM and it was operated for ~9 h. When the sunlight was directly incident on the sensor at ~1:30 PM, the temperature increased significantly resulting in a decrease in the measurement of CH₄ concentration.

According to Fig. 7, the daily temperature variation significantly influences the CH₄ sensor measurement results. After compensation using Eq. (8), the variation of the measured concentration was reduced from 0.1033 ppm/°C to 0.0924 ppm/°C and was stable when the temperature varied from 24 to 40 °C.
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