The dominance of major retail chains in gasoline markets is a concern for many state governments and antitrust authorities. The presumption that vertically-integrated retailers have significant market power has led to various regulations that protect independent retailers and limit the conduct of major oil companies; including below-cost price regulations (i.e., price floors) and divorcement acts banning vertical integration. The recent wave of mergers among US oil companies has drawn more scrutiny from consumer protection groups and public administrations. For example, the US Senate conducted an investigational hearing to examine the conduct and structure of the industry, and the Federal Trade Commission sponsored a conference on the retrospective evaluation of mergers in gasoline markets, following the publication of a governmental report suggesting that several prominent mergers led to sizable price increases.\footnote{The Senate report and experts' opinions are available here: http://www.gpo.gov/congress/senate/senate12sh107.html. The report of the FTC conference is available here: http://www.ftc.gov/ftc/workshops/oilmergers/index.shtm.}

Despite this interest from policy makers, little research has been conducted to model demand and supply in gasoline retail markets. Instead, these markets have been at the forefront of the development of a large empirical literature focused on
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the retrospective analysis of consummated mergers.2 While this approach offers a transparent evaluation of approved mergers, the results are often difficult to generalize and are sensitive to the sample choice. In contrast, the merger-simulation methodology allows researchers to study counterfactual changes in market structure, but relies on the estimation of a well-specified model of demand and supply; a task that can be difficult to implement in markets with a complex structure of spatial differentiation like gasoline.3 As a result, the structural approach to merger evaluation has recently been criticized for its lack of robustness and sometimes biased predictions (see, for instance, Peters 2006 and Weinberg and Hosken 2009).4

The approach taken in this paper addresses these concerns by combining structural and reduced-form approaches to the evaluation of an existing merger. I first estimate a model of demand for spatially differentiated goods that explicitly takes into account the geography of the market; namely the road network and the direction of traffic flows. Next, I use the structural model to simulate the impact of an existing merger, two years before it occurred. Finally, I compare these merger simulation predictions with difference-in-difference estimates of the merger impact on prices.

The advantages of this comparative approach are twofold. First, the comparison between the natural-experiment and structural merger results can be used to evaluate the assumptions of the structural model, which is estimated without the supply-side restrictions imposed by the observed ownership change. This motivation is related to the idea of validating econometric models using experimental data (see LaLonde 1986). Second, it illustrates the strengths and weaknesses of each approach and enhances our understanding of the potential biases of using one method or the other.5

In markets with spatially differentiated products, the market power of retail chains originates from their ability to raise prices by internalizing the cannibalization of sales between their stores. Any attempt to quantify the consequences of counterfactual mergers therefore requires prior knowledge on demand and cost, and in particular on the substitution patterns among stations. Quantifying the degree of spatial differentiation is not a trivial exercise, however, since the geography of actual retail markets is more complex than the line or circle paradigms traditionally used. While the standard Hotelling-style model of spatial competition situates each potential customer at a single point (i.e., single-address), gasoline stations located anywhere along the driving route of a consumer intuitively require similar shopping costs.

The novelty of my approach is to incorporate the mobility of consumers in the product space into a discrete-choice model of demand. This is done by defining
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2 The following papers evaluate the impact of existing gasoline mergers on prices: Hastings (2004); Hastings and Gilbert (2005); Taylor and Hosken (2007); Simpson and Taylor (2008); and Taylor, Kreisle, and Zimmerman (2010). Prominent examples outside of the gasoline literature include: Hortaçsu and Syverson (2007); Dafny (2009); and Dafny, Duggan, and Ramanarayanan (2012).

3 The merger-simulation approach has been pioneered by Baker and Bresnahan (1985); Berry and Pakes (1993); Hausman, Leonard, and Zona (1994); Werden and Froeb (1994); and Nevo (2000).

4 Ashenfelter, Hosken, and Weinberg (2009) summarize the debate and survey the retrospective merger literature and Angrist and Pischke (2010) and Nevo and Whinston (2010) provide conflicting points of view on the usefulness of retrospective merger analysis versus merger simulation.

5 This paper is not the first to combine structural and reduced-form methods to study mergers. Peters (2006) and Weinberg and Hosken (2009) also use observed mergers to test the assumptions of structural models. See also Hausman and Leonard (2002) for a similar comparative analysis in the context of the introduction of new goods.
consumers’ locations as their entire commuting paths. This modeling assumption has two important implications for the analysis of mergers.

The first refers to the estimation of substitution patterns: the elasticity of substitution between two products is a function not only of the distance between their locations, but also their connectivity along the road network and the direction of traffic flows. Competition is therefore not solely localized since consumers can substitute stations far from each other but close to a common commuting path. As a result, even if consumers are not willing to deviate far from their path to shop for gasoline, price differences are unlikely to persist if there is substantial commuting between two regions. The consequences for competition are important: all else being equal retail markets with commuting consumers tend to generate less differentiation, and more intense price competition.

The second implication is related to the definition of the relevant market, a crucial step in the evaluation of proposed mergers. Since the elasticity of substitution between stations mimics the distribution of traffic in cities, price competition spills over locations that potentially include all the neighborhoods of a metropolitan area. A recent merger proposal between Pilot and Flying-J, two of the largest chains of gasoline stations along interstate highways, provides a good example. In this market, trucking companies use sophisticated information systems to track diesel prices and optimize fuel stops accordingly. The distance metric is therefore a function of the delivery route, and the FTC ruled that the relevant market for these two national companies corresponds to the entire country, rather than metropolitan areas or major highway segments.

The econometric analysis is conducted using the Quebec City gasoline market as a case study. This region is particularly well suited since crucial information on the geography of the market is available, including data on the commuting habits of consumers, the road network structure, and accurate measures of stations’ locations and sales’ volume. The dataset covers an 11 year period, between 1991 and 2001. During this time period, important changes were underway in the structure of the North American gasoline industry associated with the substantial exit of stations and entry of new categories of retailers. This reorganization of the industry provides an important source of variation in the choice set of consumers, which in turn identifies the key parameters of the model. Moreover, midway into the sample the market experienced a merger between two of the largest retail gasoline companies in Canada, Ultramar and Sunoco. Since Ultramar operates as a vertically integrated company in the Quebec market, the merger changed the number of vertically integrated competitors in a neighborhood of each Sunoco station.

Beyond its contribution to the aforementioned literature on merger evaluation, this paper contributes to the literature on the estimation of demand for differentiated

---

6 This is consistent with the observation that there is significantly less price dispersion within gasoline markets than in most other retail markets (Lach 2002).

7 The theoretical results in Claycombe (1991) and Raith (1996) show that, in general, the fact that consumers are able commute between locations reduces prices and limits the capacity of firms to price discriminate relative to the Hotelling model.


9 Technically, the two companies did not merge but rather “swapped” part of their network of gasoline stations. The two companies announced in 1996 that Ultramar would operate Sunoco stations in the province of Quebec while Sunoco would operate Ultramar stations in part of Ontario.
products (see Ackerberg et al. 2007 for an extensive review of this literature). The methodology proposed by Berry, Levinsohn, and Pakes (1995) has been extended in several directions to evaluate market responses to policy changes. Closely related to my application, Davis (2006), Manuszak (2001), and Thomadsen (2005) extend this methodology to estimate different variants of the single-address model.\footnote{McManus (2007) estimates a similar model in the market for coffee shops and focuses on the extent of non-linear pricing, and Smith (2004) studies demand for grocery products using micro-data from a UK household survey. Pinkse, Slade, and Brett (2002) developed a different approach based on a direct approximation of the equilibrium pricing rules and apply their techniques to study the distribution of wholesale gasoline prices. Manuszak and Moul (2009) estimate consumers’ transportation cost for gasoline using observed tax differences at the boundaries of Illinois.}

The empirical results are summarized as follows. The first set of results compares the predictions of the multi-address demand specification with a single-address model in which consumers are “located” at home. The model based on commuting behavior is shown to fit the observed distribution of gasoline sales more closely than the standard home-address model. This leads to very different estimates of consumers’ transportation cost and markups. Transportation cost is small and statistically insignificant in the single-address model and negative and economically important in the commuting model. Since large-volume gasoline stations tend to be located at the intersection of major commuting paths, the single-address model systematically underestimates the transportation cost of consumers.

This bias has direct implications for market power. The estimated markups under the commuting model are small and similar in magnitude to the observed margins between retail and rack prices, a common proxy for marginal cost. The markups estimated using the alternative demand model are 50 percent higher. These differences originate from the fact that differentiation in the estimated single-address model is mainly related to the presence of idiosyncratic tastes for products, rather than geographic distances (i.e., since the transportation cost is close to zero).

The second set of results is related to analysis of the Ultramar/Sunoco merger. Although the merger led to small changes in the structure of the Quebec City market, the simulation results show that it generated sizable price increases locally, especially among merging parties competing for the same consumers.

To evaluate the validity of these results, the merger simulation predictions are compared with observed price changes estimated using a difference-in-difference approach similar to Hastings (2004). The results suggest that the merger led to statistically significant price increases in line with other estimates obtained in US markets. Importantly, the estimates are also shown to align well with the merger simulation predictions. On average, prices were predicted to increase by 0.38 cents per liter (cpl) in the neighborhood of Sunoco stations acquired by Ultramar. In comparison, the observed impact of the merger is estimated to be between 0.15 and 0.45 cpl depending on the specifications. These changes translate into 4–11 percent increases in average retail margins.

The rest of the paper is organized as follows. Section I introduces the data and describes some of the key institutional features of the market. I then present an analysis of gasoline demand starting with a description of the model specifications (Section II), the estimation methodology (Section III), and finally a discussion of the empirical results (Section IV). Section V is devoted to the analysis of the vertical.
merger. I conclude the paper and discuss extensions in Section VI. Further computational and data construction details are placed in the online Appendix.

I. Overview of the Data and Market

In the following subsections, I describe the two main sources of data used in the empirical analysis. The first is a detailed survey of gasoline stations, and the second is a transportation survey used to compute the distribution of commuting paths within the market. I also present a set of descriptive statistics documenting the correlation between the distribution of gasoline sales and the distribution of consumers’ locations.

A. Gasoline Data and Market Trends

The gasoline station data were collected by Kent Marketing, the leading survey company for the Canadian gasoline market. The panel spans 46 bimonthly periods (every two months) between 1991 and 2001 for every station in the Quebec City market. The survey offers accurate measures of market shares and station characteristics since each site is physically visited at the end of the survey period and volume sold in liters per day is measured by reading the pump’s meters.

The observed characteristics of stations include the type of convenience store (small, medium, or large), a car-repair shop indicator, the number of service islands and pumps, opening hours, brand name, type of service, and an indicator for the availability of a car wash. The sample includes 14,263 observations for 429 different gasoline station sites. On average, each product is observed for 42 periods, and 75 percent of stations are observed for more than 15 periods.

Table 1 summarizes the key variables. The summary statistics highlight the large amount of heterogeneity across stations. On average, stations sell 5,000 liters of gasoline per day, with a standard-deviation above 3,000. This heterogeneity is also reflected in the capacity of stations; measured by the number of pumps and service islands. All three measures of size increased significantly over the sample period.

The price variable represents the end-of-period unleaded price, posted on the day of the survey, normalized by the relevant period consumer price index for the Quebec City region. Since most stations in the city are surveyed on the same day, this represents a reliable picture of the cross-sectional distribution of prices. This variable, however, ignores the important time-series volatility of prices. Since the objective of the model is to predict the distribution of market shares, the key assumption maintained in the empirical analysis is that the distribution of prices is stable throughout the period.

---

11 For the first four years I observe only the fourth period.
12 Note that about 8 percent of the sample stations refused to participate in the survey for some or all periods. For those observations, the station characteristics (including prices) are accurately measured, but the volume sold is not available. Since the estimation procedure cannot accommodate missing values in the quantity variable, I imputed the missing values using linear regression methods. The explanatory variables include the average neighborhood market shares, predicted traffic, population density, a polynomial function of the geographic coordinates of the locations, prices, characteristics, and lagged sales (for stations that were previously participating in the survey).
13 Over the whole period, 64.5 percent of stations were surveyed on the same day and 97 percent were surveyed within a two day window around the median date. The survey company improved its performance over time: 100 percent of stations were surveyed on the same day in 2001.
The second and third rows summarize the level and dispersion of prices in the data. Price dispersion is measured as the absolute deviation of prices expressed relative to the period average. On average, stations post a price that is slightly more than half a cent different from the mean. However, this statistic decreased substantially over time as most stations posted the modal price during the last two years of the data.

The remaining summary statistics describe the amenities and services offered. Over the period studied, the average station changed significantly its characteristics. In particular, the proportion of self-service stations increased by ten percentage points, and the proportion of stations with repair shops decreased by the same margin. Similar trends are observed in terms of the presence of large convenience stores, car wash, and opening hours. The proportion of stations selling branded gasoline (i.e., major) remained constant over time. In Quebec City, five major gasoline brands are represented: Shell, Esso, Petro-Canada, Irving, and Ultramar.

These changes reflect the important reorganization of the North American gasoline retail industry observed during the 1990s associated with massive exit and entry of new categories of stations. These changes were mainly caused by technological innovations common to most retailing sectors which increased the efficient size of stations (e.g., automatization of the service, better inventory control systems), as well as changes in the value of certain amenities that occurred throughout the 1980s and 1990s (e.g., mainly decreased in the usage of small repair garages). New environmental regulations of underground storage tanks also explain some of these changes as older stations were forced to replace their equipment. The main consequence of these changes is that newer stations are significantly larger and offer more automatized services than exiting stations.

Table 1—Summary Statistics on Station Characteristics, Volumes and Prices

<table>
<thead>
<tr>
<th></th>
<th>Fall 1991</th>
<th></th>
<th>Fall 2001</th>
<th></th>
<th>Full sample</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg.</td>
<td>SD</td>
<td>Avg.</td>
<td>SD</td>
<td>Avg.</td>
<td>SD</td>
</tr>
<tr>
<td>Volume (liter/day)</td>
<td>3.949</td>
<td>2.415</td>
<td>6.271</td>
<td>3.812</td>
<td>4.934</td>
<td>3.289</td>
</tr>
<tr>
<td>Price (cpl)</td>
<td>65.13</td>
<td>1.24</td>
<td>62.07</td>
<td>0.22</td>
<td>63.83</td>
<td>1.78</td>
</tr>
<tr>
<td>Absolute price deviation (cpl)</td>
<td>0.90</td>
<td>0.85</td>
<td>0.13</td>
<td>0.17</td>
<td>0.57</td>
<td>0.73</td>
</tr>
<tr>
<td>Number of pumps</td>
<td>7.77</td>
<td>5.40</td>
<td>11.37</td>
<td>8.12</td>
<td>9.29</td>
<td>6.92</td>
</tr>
<tr>
<td>Number of islands</td>
<td>2.07</td>
<td>1.26</td>
<td>2.46</td>
<td>1.43</td>
<td>2.24</td>
<td>1.35</td>
</tr>
<tr>
<td>Large convenience store</td>
<td>0.23</td>
<td>0.42</td>
<td>0.34</td>
<td>0.47</td>
<td>0.27</td>
<td>0.45</td>
</tr>
<tr>
<td>Full service</td>
<td>0.54</td>
<td>0.50</td>
<td>0.28</td>
<td>0.45</td>
<td>0.43</td>
<td>0.50</td>
</tr>
<tr>
<td>Open 24 hours</td>
<td>0.34</td>
<td>0.47</td>
<td>0.42</td>
<td>0.49</td>
<td>0.37</td>
<td>0.48</td>
</tr>
<tr>
<td>Car wash</td>
<td>0.18</td>
<td>0.39</td>
<td>0.18</td>
<td>0.38</td>
<td>0.18</td>
<td>0.38</td>
</tr>
<tr>
<td>Repair shop</td>
<td>0.25</td>
<td>0.43</td>
<td>0.14</td>
<td>0.35</td>
<td>0.20</td>
<td>0.40</td>
</tr>
<tr>
<td>Major brands</td>
<td>0.68</td>
<td>0.47</td>
<td>0.66</td>
<td>0.47</td>
<td>0.67</td>
<td>0.47</td>
</tr>
</tbody>
</table>
the 25th quantile) was smaller than 1 cent per liter, or about 1.5 percent of the average price. The markups, calculated as the ratio of rack price over the average retail price, oscillated between 8 percent and 15 percent for most of the period. This figure also illustrates the presence of two price war episodes during the sample periods. The first episode occurred in the summer of 1996 and was associated with two phenomena: excess capacity associated with the slow reorganization of the market and the introduction by Ultramar, the leading chain, of a low-price guarantee marketing campaign. In 2000, average markups again dropped to zero, after several stations chose to set their price equal to a regulated price floor.

B. Empirical Distribution of Commuters

The geography of the market, here defined as the Quebec City Census Metropolitan Area (CMA), is described by a grid of $L$ location areas where people reside and/or work and a road network described by a set of street intersections (or nodes) and road segments (or arcs). The construction of the distribution of commuters across the road network involves two elements: (i) the route used to commute between these points and (ii) the empirical distribution of people over origin and destination locations.

**Route Choice.**—I consider two types of consumers: local and outside commuters. The location of local commuters corresponds to the centroid of their area of residence and the location of their main occupation (i.e., work or study), denoted by $(s,d)$. Outside commuters, on the other hand, are assumed to travel along the main highways of the city, and therefore each outside commuter origin/destination

---

14 The rack price is the price of wholesale gasoline posted at the terminal ramp. It is typically used as a proxy for the marginal cost of gasoline stations.

15 A similar, but less severe, price war episode also occurred in 1995 before the introduction of Ultramar’s low-price guarantee.

16 The law on petroleum products was created in December of 1996 and administrated by the Régie de l’énergie du Québec. The price floor is the sum of the minimum rack price published every week by refiners, taxes, and an estimate of the transportation cost from the terminal to each station. See Carranza, Clark, and Houde (2009) for a more detailed discussion of the regulation and its impact on market structure.

17 Each location is defined as a dissemination area, which corresponds to the smallest census agglomeration for which data is publicly available. There are over 1,200 Dissemination Areas in Quebec City.

18 Conceptually, it is feasible to expand this definition to include multiple destinations (e.g., shopping or leisure trips). However it would significantly increase the computation burden of the estimation. Moreover, as long as these
locations correspond to the beginning and end of a particular highway segment (I consider 11 such segments in the empirical analysis).

Local commuters are assumed to choose the route that minimizes the travel time between their home and main occupation locations. This assumption corresponds to the deterministic route choice model used to predict traffic patterns in the transportation literature (see Oppenheim 1995). It generates a single path for each type of consumer and a commuting time and distance, denoted by \(r(s,d), t(s,d), \text{ and } m(s,d)\). This path abstracts from any congestion or unobserved preferences considerations.\(^1\) It is calculated using a version of the Dijkstra’s Shortest Path Tree (SPT) algorithm (more details are provided in the online Appendix).

Information on the Quebec City CMA street network was obtained from the CanMap RouteLogistics database DMTI-Spatial (2004), the leading road data provider in Canada. The street network data is extremely fine. It includes more than 30,000 street segments and the average travel time per segment is less than 30 seconds.

\textit{Distribution of Origin/Destination Locations.}—The distribution of consumers in period \(t\) across origin/destination locations is given by \(T_{sd}^t\). I decompose this number into four components: the number of workers, full-time students, unemployed, and the number of outside commuters. For workers and students, the probability of commuting between \((s,d)\) are organized into \(L \times L\) matrices. For outside commuters, the pairs of origin/destination correspond to beginning and end points of each highway segment.

I approximate the number of outside commuters by the average number of occupied hotel rooms in the city in period \(t\). This is due to the fact that the transportation survey is related only to local commuters, and I do not have access to any traffic count data on the highway network.

Commuting probabilities are computed from three surveys conducted in 1991, 1996, and 2001 by the Quebec government in the Quebec City CMA. The results of the survey are available in the form of aggregate Origin/Destination (OD) tables, providing the predicted number of commuters between every pair of Traffic Area Zones (TAZs).\(^2\) I use the results of two OD matrices for every transportation mode, representing work and study trips over a full day window. Each matrix is then rescaled to calculate commuting probabilities.\(^3\)

The empirical distributions of local commuters living in each origin location \(s\) are computed by combining data from the three most recent censuses (i.e., 1991, 1996, and 2001) and the monthly Canadian Labour Force survey (available at the CMA level) to predict the month-to-month variations in the relevant population measures.

---

\(^1\) The no-congestion assumption is realistic in the Quebec City area, since the population is spread over a large territory and the road network is well developed. It has been used also by Thériault et al. (1999) to study the distribution of commuting trips in the Quebec City metropolitan area using similar data.

\(^2\) The aggregate OD matrices are freely available on the government website. The survey reports available on the same website provide further details on the conduct of the survey and the method used to aggregate individual responses (MTQ 2002).

\(^3\) The OD probabilities were further disaggregated into a finer grid in order to predict commuting patterns more accurately. In order to predict traffic in between the two survey dates, the OD probabilities are interpolated assuming a constant growth rate. The online Appendix describes in detail the method used to compute the probability for each location pairs.
In addition, the 2001 survey provides aggregate data on work trips by mode of transportation. I use this additional piece of information to construct the proportion of trips between \((s, d)\) that use a car, which corresponds to the aggregate probability of buying gasoline in the model. I use this information in the estimation to identify some of the preference parameters.

**C. Preliminary Evidence on the Importance of Commuting**

Before turning to the model, it is interesting to compare the empirical population distribution and work commutes with the distribution of gasoline sales. The idea is to correlate the observed distribution of gasoline sales with the predicted demand if consumers are restricted to buy along their commuting path or close to home. To do so, I compute the predicted market share of each store under two assumptions: (i) consumers select at random a store located within a certain distance \(b\) of their commuting path, or (ii) consumers buy at random from the set of stores located within a distance \(b\) of their home.

Figure 2, panel A illustrates the evolution of the period-by-period correlations for a distance band equal to \(\frac{1}{2}\) a minute. The striking feature is that the average correlation generated from the simple commuting buffer model is systematically larger than the one generated from the home buffer model. In fact, the correlation is close to zero or negative using distance from home, while the correlation coefficients from the commuting model all lie around 0.3. The correlation is also stable over time, which suggests that the structure of the road network and the distribution of commuting paths did not change too much between 1991 and 2001.

Figure 2, panel B shows that by increasing the distance band to 5 minutes the average correlation decreases under 0.2 using the distance from commuting path, but increases towards 0.1 for the home distance measure (i.e., low transportation cost). This suggests that the single-address model requires a larger distance band to rationalize the distribution of gasoline sales (i.e., low or negative transportation cost).

In sum, these correlations reveal that the distribution of work commuters is closely related to the distribution of gasoline sales in the market, while the distribution of the nearby population is not. These differences motivate the modeling assumptions regarding the location of consumers in the product space. In particular, they confirm that the locations of gasoline stations reflect the distribution of home to work commuting paths, rather than the population distribution.

**II. Demand Model**

I model demand for gasoline as a discrete choice problem over \(J + 1\) options.\(^{22}\) In particular, a consumer has the option of buying gasoline from one of the \(J\) stores or using an alternative mode of transportation (i.e., option 0). The indirect utility of buying from store \(j\) for consumer \(i\) is given by

\[
\begin{align*}
\nu_{ij} &= \begin{cases} 
X_j \beta + g_i(p_j) + \lambda_1 D(r(s_i, d_i), l_j) + \xi_j + \epsilon_{ij} & \text{if } j \neq 0, \\
-\lambda_0 C(s_i, d_i) + \epsilon_{i0} & \text{otherwise},
\end{cases}
\end{align*}
\]

\(^{22}\)Time subscripts are omitted in this section.
where $X_j$ is a vector of observed station characteristics, $p_j$ is the posted price, $D(r(s, d), l_j)$ is the distance between path $r(s, d)$ and the location of station $j$ (i.e., $l_j$), $\xi_j$ is an index of unobserved (to the econometrician) station attributes, $C(s, d)$ is an indicator variable equal to one if consumer $i$’s workplace and home are located in different traffic zones, and $\epsilon_{ij}$ is an i.i.d. random utility shock distributed according to a type-1 extreme value distribution. The inclusion of $C(s, d)$ in the indirect utility function is used to proxy for the fact that long-commuters are more likely to commute with a car from home to work, since the region does not have a well-developed system of public transportation.

The set of time varying station characteristics includes the number of gas pumps, the number of service islands, the type of service, the type of convenience store (if any), dummy variables indicating whether the station offers car-repair and/or car wash services, an indicator for brand, and a set of time-dummy variables capturing unobserved period-specific variables (e.g., weather, price of public transportation). Since these variables mainly characterize the type of amenities offered by station $j$, the unobserved attribute $\xi_j$ measures the set of characteristics of the location which are valued positively by all consumers.

Throughout the paper I assume that consumers have inelastic demand for gasoline. Consumers demand heterogenous quantities of gasoline, denoted by $\bar{q}(r(s, d)) = c_0 + c_1m(s, d)$, where $m(s, d)$ measures the length of path $r(s, d)$ in kilometers. In this representation, individual consumption is split between heterogeneous work commuting needs and a common fixed quantity $c_0$, representing leisure and shopping trips. In the empirical analysis, the value of $c_1$ will be fixed to the average gasoline consumption of a car in a city (i.e., 0.10 liters/km) and $c_0$ will be estimated. This function determines the size of the market:

$$M = \sum_s \sum_d \bar{q}(s, d) T_{s, d},$$

where $X_j$ is a vector of observed station characteristics, $p_j$ is the posted price, $D(r(s, d), l_j)$ is the distance between path $r(s, d)$ and the location of station $j$ (i.e., $l_j$), $\xi_j$ is an index of unobserved (to the econometrician) station attributes, $C(s, d)$ is an indicator variable equal to one if consumer $i$’s workplace and home are located in different traffic zones, and $\epsilon_{ij}$ is an i.i.d. random utility shock distributed according to a type-1 extreme value distribution. The inclusion of $C(s, d)$ in the indirect utility function is used to proxy for the fact that long-commuters are more likely to commute with a car from home to work, since the region does not have a well-developed system of public transportation.

The set of time varying station characteristics includes the number of gas pumps, the number of service islands, the type of service, the type of convenience store (if any), dummy variables indicating whether the station offers car-repair and/or car wash services, an indicator for brand, and a set of time-dummy variables capturing unobserved period-specific variables (e.g., weather, price of public transportation). Since these variables mainly characterize the type of amenities offered by station $j$, the unobserved attribute $\xi_j$ measures the set of characteristics of the location which are valued positively by all consumers.

Throughout the paper I assume that consumers have inelastic demand for gasoline. Consumers demand heterogenous quantities of gasoline, denoted by $\bar{q}(r(s, d)) = c_0 + c_1m(s, d)$, where $m(s, d)$ measures the length of path $r(s, d)$ in kilometers. In this representation, individual consumption is split between heterogeneous work commuting needs and a common fixed quantity $c_0$, representing leisure and shopping trips. In the empirical analysis, the value of $c_1$ will be fixed to the average gasoline consumption of a car in a city (i.e., 0.10 liters/km) and $c_0$ will be estimated. This function determines the size of the market:

$$M = \sum_s \sum_d \bar{q}(s, d) T_{s, d},$$

The Quebec Department of Transportation defines 64 traffic zones for Quebec City.
where as before $T_{s,d}$ is the measure of commuters between $s$ and $d$.

Although gasoline consumption is assumed to be inelastic, the purchasing elasticity is allowed to vary across income groups. In particular, I use the following linear form for the disutility of prices:

$$g_i(p_j) = p_j(\alpha + \alpha y_i),$$

where $y_i$ is the log hourly wage of consumer $i$.\(^{24}\)

In the main specification of the model, $D(r(s,d),l)$ measures the cost of deviating from the optimal path $r(s,d)$ in order to purchase gasoline from a store located at point $l$. There exist many possible distance metrics since $r(s,d)$ corresponds to a vector of street intersections characterizing the path from $s$ to $d$. In order to keep the model tractable I constructed a measure of the extra time (in minutes) that consumers must incur when stopping at location $l$ on their way to location $d$. Formally, $D(r(s,d),l)$ is defined by

$$D(r(s,d),l) = t(s,l) + t(l,d) - t(s,d),$$

where $t(s,l)$ and $t(l,d)$ measure the optimal driving time to commute between $(s,l)$ and $(l,d)$ respectively.\(^{25}\) Notice that the more traditional single-address or home location model is nested in this specification. In particular, the distance metric of this model is given by

$$D^h(s,l) = 2 \times t(s,l).$$

As noted by Petrin (2002) and others, the inclusion of the utility shock, $\epsilon_i$, in the model can generate unrealistic substitution patterns across products due to the embedded independence of irrelevant alternatives assumption. In particular, without other sources of heterogeneity between consumers, the cross-elasticities of substitution depend solely on the relative valuation of products. In the current model, the location of consumers with respect to stations is an important source of heterogeneity between consumers. In particular, consumers are willing to substitute toward products that are “close” to each other, given the distance metric $D(r(s,d),l))$.

---

\(^{24}\)The results of a more general discrete-continuous model are available upon request. In that specification, the price disutility function takes an exponential form (i.e., $g_i(p_j) = \sigma(\alpha y_i + \alpha p_j + \epsilon_i m(s,d)) \exp(-\alpha p_j)$), and conditional demand is derived using Roy’s identity as in Smith (2004) (see also Hanemann 1984 and Dubin and McFadden 1984). The key demand results are unchanged under this alternative model, but the supply results suggest that firms behave as strategic substitutes after the simulated merger (i.e., competing prices go down after a merger). This counterintuitive result is likely due to the fact that the conditional demand function is inelastic for most consumers. The functional form is probably not an accurate description of the market. A more flexible discrete-continuous demand model is unlikely identified using only aggregate data.

\(^{25}\)In previous versions of the paper I measured $D(r,l)$ by the shortest Euclidian distance between any point in $r(s,d)$ and $l$. This measure provides very similar empirical results, but I found that the one based on commuting time deviations yields a better fit.
Given the distributional assumption on $\epsilon_{jt}$, the conditional probability of buying from store $j$, for a consumer commuting along route $r(s_i,d_i)$ takes the familiar multinomial logit form with heterogeneous coefficients

$$P_j(r(s_i,d_i),y_i|\delta,p) = \frac{\exp(\delta_j + \alpha p_j + \mu_{ij})}{1 + \sum_k \exp(\delta_j + \alpha p_k + \mu_{ik})},$$

where $\delta_j = X_j\beta + \xi_j$ is the mean value of store $j$, and $\mu_{ij} = \alpha p_j y_i + \lambda_0 C(s_i,d_i) + \lambda_1 D(r(s_i,d_i),l_j)$ is the heterogeneous valuation term.

The predicted demand at the station level is obtained by aggregating individual choice probabilities over every OD pair and income:

$$Q_j(p) = \sum_s \sum_d \int \tilde{q}(s,d) P_j(r(s,d),y|\delta,p) dF(y|s) T_{s,d},$$

where the implicit dependence of $Q_j(p)$ and $\delta$ is omitted. In practice, because the number of OD pairs is very large and income is continuous, I approximate the demand function using simulation techniques (see details in the online Appendix).

Notice that the previous demand equation implicitly assumes that the income distribution is independent of the work destinations of consumers. While this is restrictive, it is justified by a lack of data on the joint distribution of income and origin/destination pairs. The distribution of income is available at the Dissemination Area level from the 2001 census, which allows me to condition the income distribution on the home location of consumers.

### III. Estimation Methodology

The set of preference parameters estimated is given by $\theta = \{c_0, \lambda_0, \lambda_1, \alpha, \bar{\alpha}, \beta\}$, and the main dataset used is an unbalanced panel of observed sales and product characteristics. To estimate the model, I adapt the nonlinear GMM estimator developed by Berry (1994) and Berry, Levinsohn, and Pakes (1995). In this section, I first describe the GMM problem, and then discuss the identification of the parameters.

The moment conditions and excluded instrumental variables serve two purposes: (i) correcting for a simultaneity problem between the structural error term $\xi_{jt}$ and prices, and (ii) identifying the nonlinear preference parameters $(c_0, \lambda_0, \lambda_1, \alpha)$. I use two sets of moment conditions to identify the model. Following Nevo (2001), the first set of moment conditions combine Instrumental Variables (IV) with fixed-effects at the station location level. If $\tilde{w}_{jt} = w_{jt} - \frac{1}{n_j} \sum_{j'} w_{j't}$ denotes the within $-j$ transformation of a variable $w_{jt}$, this first set of empirical moment conditions are given by

$$\bar{g}^1_n(\theta) = \frac{1}{n} \sum_{j,t} g^1_{jt}(\theta) = \frac{1}{n} \sum_{j,t} \tilde{\xi}_{jt}(\theta) \tilde{W}^1_{jt},$$

where $n$ is the number of observations, and $\tilde{W}^1_{jt}$ is a vector of predetermined variables including characteristics of stations in $X_{jt}$, $L$ instrumental variables $Z_{jt}$, and period dummy variables. Notice that because of the fixed-effects, the moment conditions
are expressed over the transitory component of the unobserved quality of a station (i.e., $\tilde{\xi}_{jt} = \xi_{jt} - \bar{\xi}_j$). The fixed component refers to characteristics of the location associated with the road network and the organization of the city. These include, for instance, how easy it is to enter the parking lot of a store, and on which side of the street the station is located. The transitory component is associated with temporary changes made to the quality of the location, such as employee turnover or temporary road repair.

The second set of moment conditions matches the proportion of people who use their car to go to work (or study) in the model with the empirical frequencies from the Origin/Destination survey conducted in Quebec City in 2001. In particular, letting $U_{sd}(\theta)$ and $\hat{U}_{sd}$ be the predicted and observed proportion of car users for the pair of origin and destination $(s,d)$, I compute the following moment conditions:\(^{26}\)

\begin{equation}
\bar{g}_{n_2}(\theta) = \frac{1}{n_2} \sum_{s,d \in \text{Workers}} (U_{sd}(\theta) - \hat{U}_{sd}) W^2_{sd},
\end{equation}

where $W^2_{sd}$ includes a constant, a dummy variable for long commutes (i.e., $C(s,d)$), and the simulated income for a consumer of type $(s,d)$. In order to calculate this moment condition in practice, the simulated consumers are aggregated at their respective traffic zone area. The number of observations $n_2$ is therefore the number of aggregate traffic-zone OD pairs included in the survey, which is smaller than the number of simulated consumers. Note that this specification of the micro-moments is similar to an indirect inference approach, which forces the model to replicate the observed linear reduced-form relationship between car-usage, log-income and long-commuting. Using a simulated sample of 3,000 consumers from the 2001 OD survey, this relationship is given by

\begin{equation}
\hat{U}_i = 0.247_{(0.033)} + 0.0495_{(0.0141)} \times y_i + 0.315_{(0.0163)} \times C_i, \quad R^2 = 0.47.
\end{equation}

This indicates that consumers living far from their workplace are significantly more likely to use their car (by 31 percentage points), while a 1 percent increase in income is associated with a 0.049 percentage point increase in the probability of using a car for work commutes. Intuitively, the intercept of this equation identifies the parameter $c_0$ determining the market size (see equation (2)), while the other two terms identify the marginal utility of commuting and income (i.e., $\lambda_0$ and $\alpha$).

The parameters are estimated by minimizing a quadratic function of the empirical moment conditions. The weighting matrix used in the estimation allows for an arbitrary level of heteroskedasticity in the errors associated with the second moment conditions, and controls for potential serial and spatial correlation in the transitory demand shocks $\tilde{\xi}_{jt}$ (see Section 3 in the online Appendix for more details). Since the number of nonlinear parameters is relatively small, I use the nested fixed-point algorithm proposed by Berry, Levinsohn, and Pakes (1995): given a guess that $\Theta$, the vector of structural errors $\xi_{jt}$ solve a system of nonlinear equations equating

---

\(^{26}\)The predicted usage rate corresponds to one minus the probability of the outside option. The observed usage rate is calculated from the OD survey described in Section IB.
predicted and observed demand at each store. More details on the procedure are included in the online Appendix.

A. Identification

This section discusses the assumptions necessary to identify the key parameters of the model. I focus on the identification of two parameters: the price coefficient $\alpha$ and the transportation cost parameters $\lambda_1$. Heuristically, the other nonlinear parameters are identified by imposing moment conditions coming from the transportation survey. The common valuation parameters $\beta$ are identified by assuming that product characteristics (other than prices) evolve independently of the demand unobservables conditional of location fixed effects (i.e., $\tilde{\xi}_t$).

The identification of $\alpha$ and $\lambda_1$ is linked to the more general problem of identifying own and cross elasticities using market-level data. In a linear-demand setting, one must find valid instruments for each product’s own and competing prices, to solve a standard simultaneity problem. Here, a simultaneity problem between $p_{jt}$ and $\xi_{jt}$ arises for two reasons. First, gasoline prices are known to adjust frequently, on a weekly or even daily basis (see, for instance, Noel 2007 and Lewis 2008). This introduces measurement error in prices if the adjustment process affects the position of a station in the price distribution. Secondly, since firms and consumers observe the quality index $\xi_{jt}$ when making their decisions, prices will adjust in the short-run to changes in the unobserved product quality.

Since prices enter additively in the expression for the moment conditions, relevant and valid instruments correspond to the set of variables that are correlated with individual prices even after controlling for location and period fixed-effects, and are plausibly independent of unobserved demand shocks $\xi_{jt}$. It is more complicated to discuss identification of the transportation cost parameter $\lambda_1$, since it enters nonlinearly in the calculation of the moment conditions.

A common strategy, that exploits the cross-sectional variation of the data, is to assume that the unobserved location attributes are independent of neighboring station characteristics (see, for instance, Pinkse, Slade, and Brett 2002; Davis 2006; and Thomadsen 2005). If entry and location choices are independent of $\xi_{jt}$ but correlated with the observed distribution of consumers, these moment conditions can identify $\lambda_1$ by restricting the correlation between market shares and traffic to operate only through the shopping model rather than the unobserved attributes. Of course, this argument is invalid when stores endogenously make their location choices based on traffic patterns and unobserved product attributes. This will typically bias the parameter upwards (i.e., transportation cost close to zero or positive).

As pointed out by Metaxoglou and Knittel (2008) and Dube, Fox, and Su (2011), the numerical solution of this problem is sensitive to the choice of convergence criteria and starting values. During the estimation I set the convergence criteria for the inner-loop equal to $10^{-12}$, and use a tighter criteria for the calculation of the standard-errors (i.e., $10^{-14}$). The parameter estimates are also robust to starting values. Notice also that the computation cost is important because of the large number of products and time periods (i.e., 46 time periods and over 300 products). To alleviate this burden, I use a derivative-free quasi-newton algorithm that inverts the demand system faster than the contraction-mapping algorithm suggested by Berry, Levinsohn, and Pakes (1995). The model is estimated using Ox (Doornik 2007).

Under this assumption stores tend to cluster around high-traffic areas, rather than high quality location (unobserved). The number or average size of neighboring firms must therefore be orthogonal to the error term.

---

27 As pointed out by Metaxoglou and Knittel (2008) and Dube, Fox, and Su (2011), the numerical solution of this problem is sensitive to the choice of convergence criteria and starting values. During the estimation I set the convergence criteria for the inner-loop equal to $10^{-12}$, and use a tighter criteria for the calculation of the standard-errors (i.e., $10^{-14}$). The parameter estimates are also robust to starting values. Notice also that the computation cost is important because of the large number of products and time periods (i.e., 46 time periods and over 300 products). To alleviate this burden, I use a derivative-free quasi-newton algorithm that inverts the demand system faster than the contraction-mapping algorithm suggested by Berry, Levinsohn, and Pakes (1995). The model is estimated using Ox (Doornik 2007).

28 Under this assumption stores tend to cluster around high-traffic areas, rather than high quality location (unobserved). The number or average size of neighboring firms must therefore be orthogonal to the error term.
The identification strategy followed in this paper uses a similar argument, but relies more heavily on the panel dimension of the data. As discussed in Section IA, the reorganization of the industry over the 1990s created sharp changes in the structure of local markets. In particular, the number of stores decreased by nearly 30 percent, and the average size of stores increased significantly. Importantly these changes were driven mainly by technological and regulation changes, and not by factors related to local demand conditions.29

The key identifying assumption is that the unobserved attribute of each location evolve independently of the characteristics of nearby stores, conditional on location fixed-effects. This assumption is valid if firms’ entry, exit, or remodeling decisions are based on \( \xi_j \), but not on the realization of the transitory shock \( \tilde{\xi}_{jt} \). This assumption is reasonable given the large sunk costs involved in adjusting the characteristics of stations, since most of these changes require installation of new pump systems and involve replacing underground storage tanks.

In the empirical analysis, I compare the robustness of the results to different measures competing product characteristics, and combine different neighborhood definitions. The instruments should be chosen such that they are associated with important changes local market shares, and therefore correlated with own and nearby stations sales. For instance, if a store adopts an amenity that does not affect the market share of its close competitors, the moment conditions will not restrict the magnitude of the transportation cost and the parameter will be imprecisely estimated. Some amenities are also likely to violate the independence assumption either because they involve small sunk costs, or are less dependent on observed factors predicted by the model (i.e., traffic, income, and commuting time).

As argued by Berry, Levinsohn, and Pakes (1995), the characteristics of local competitors are relevant instruments for prices as well, since they enter the equilibrium pricing rule in most pricing models with product differentiation. As we will see below, these variables are, in general, weak instruments for prices, since the market exhibits little cross-sectional price dispersion. In principle, wholesale cost shocks are observed in this market, and could be used to instrument for prices. However, these variables must vary significantly across products since period fixed-effects are included in the model. This rules out rack and crude oil prices.

To circumvent this problem, I exploit the fact that there exists a small amount of cross-sectional dispersion in the posted rack prices at the Quebec terminal, and that the identity of the independent terminal operator, Olco, changed in 1997 following the Ultramar/Sunoco merger (see discussion below in Section VA). I construct instrumental variables that focus only on Sunoco and Olco rack prices since unbranded retailers are more likely to buy gasoline on the spot market.30 In particular, I construct an instrumental variable that interacts Sunoco’s rack price with a dummy variable equal to one if a Sunoco station was located in the same neighborhood as station \( j \). A similar instrumental variable is constructed for Olco, and I

29 Alternatively, one could use observed events that change locally the distribution of consumers as instrumental variables (e.g., major construction work). In some context this type of variation might be preferable to the market structure variation exploited here, but such data is not available for Quebec City. It is an important avenue for future research to find “natural experiments” that can be used to identify the distribution of taste for differentiated products.

30 Rack prices of major brands are only weakly correlated with retail prices, conditional on period fixed-effects.
use two neighborhood definitions. These two instruments capture two sources of variation that are correlated with price: the presence of an Olco and Sunoco in the neighborhood, and the dispersion of Olco and Sunoco rack prices.

Table 2 presents the definition of the instrumental variables used in the estimation. The first specification uses only the number and average size of competitors along the same street, and the average size of competitors in three different physical distance rings. The common street indicator variable is equal to one if two stores share at least one street and are located within at least 5 minutes driving distance of each other. The second specification uses the rack price of Sunoco or Olco, interacted with dummy variables indicating whether each store is directly competing with Olco or Sunoco. The third one mixes the first two, and the last specification incorporates a larger number of amenities. The third column is the main specification used in the supply analysis below.

### IV. Discussion of the Demand Results

#### A. Preference Parameter Estimates

The parameter estimates for the multi-address demand model are reproduced in Table 3. Each column represents a different combination of instrumental variables as defined above.

The estimates of the nonlinear preference parameters are generally robust to the choice of instruments. Not surprisingly, the transportation cost and the price coefficients are the most sensitive. The price coefficient leads to an average store-level price elasticity of demand between \(-10\) and \(-15\) depending on the specification. This high elasticity is consistent with the fact that gasoline stations are not highly differentiated from each other, and suggests that consumers are very price sensitive.

---

31 Tables 3 and 4 in the online Appendix present the estimates of the parameters measuring the valuation of station characteristics. The number of pumps, which proxies for the ability of a store to serve many customers, enters positively and is the most important characteristic. Most other coefficients have the expected sign, but many of them are not as precisely estimated since store characteristics do not vary significantly over time.
with regard to their purchasing decisions. Notice also that the model is estimated over a period of high price volatility, which possibly overestimates the price sensitivity of consumers.

The transportation cost parameter is large in magnitude and precisely estimated, except in specification (2) where only the cost-based IVs are used. It is the smallest, in absolute value, in specification (4) where a large number of competitors’ characteristics are included in the set of instruments, and largest in specification (1) where only the size and presence of local competitors is considered.

To get a sense of the economic magnitude of the parameters, it is useful to consider how large the price difference between two stores needs to be to justify a 1 minute deviation from the optimal commuting path. The value of this coefficient is obtained by taking the ratio of \( \lambda_1 \) over the price coefficient \( \alpha_i = \bar{\alpha} + \alpha y_i \). The median value of the ratio is equal to 5 cents per liter in specification (3). Notice that this value is not very dispersed across income groups, since the estimated income elasticity is very small (i.e., \( \alpha \)).

Assuming a purchase of 20 liters, the travel cost implies that the median value of a minute of shopping is $0.9, or $54 per hour. This value is four times the average hourly wage in Quebec City. This interpretation is probably too restrictive however, since large deviations from a commuting path likely imply additional time lost in traffic and the uncertainty associated with reoptimizing a new route. Both considerations are ignored from the calculation of the distance measure, and \( D(r,l) \) should be considered as a lower bound on true distance.

<table>
<thead>
<tr>
<th>Variables</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min. consumption ((c_0))</td>
<td>4.5746</td>
<td>4.5290</td>
<td>4.5582</td>
<td>4.5035</td>
</tr>
<tr>
<td>Commuting distance ((c_1))</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Income ((\alpha - \log(\text{$/\text{hour}$})/100))</td>
<td>0.0396</td>
<td>0.1082</td>
<td>0.0474</td>
<td>0.1677</td>
</tr>
<tr>
<td>Long commuters ((\lambda_0))</td>
<td>1.4972</td>
<td>1.4356</td>
<td>1.4768</td>
<td>1.3891</td>
</tr>
<tr>
<td>Transportation cost ((\lambda_1))</td>
<td>-1.2777</td>
<td>-0.5642</td>
<td>-1.0004</td>
<td>-0.3961</td>
</tr>
<tr>
<td>Price ((\bar{\alpha}))</td>
<td>-0.2181</td>
<td>-0.1687</td>
<td>-0.1974</td>
<td>-0.1490</td>
</tr>
<tr>
<td>Travel cost - cpl/min.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\alpha_{35}/\lambda)</td>
<td>5.880</td>
<td>3.387</td>
<td>5.091</td>
<td>2.717</td>
</tr>
<tr>
<td>(\alpha_{50}/\lambda)</td>
<td>5.886</td>
<td>3.398</td>
<td>5.098</td>
<td>2.733</td>
</tr>
<tr>
<td>(\alpha_{75}/\lambda)</td>
<td>5.890</td>
<td>3.407</td>
<td>5.103</td>
<td>2.746</td>
</tr>
<tr>
<td>Number of stores</td>
<td>429</td>
<td>429</td>
<td>429</td>
<td>429</td>
</tr>
<tr>
<td>Objective ((J\text{-stat}))</td>
<td>3.07</td>
<td>1.22</td>
<td>6.06</td>
<td>40.5</td>
</tr>
<tr>
<td>Degrees of freedom</td>
<td>3</td>
<td>2</td>
<td>7</td>
<td>27</td>
</tr>
<tr>
<td>(\chi^2) Critical value (5%)</td>
<td>7.82</td>
<td>5.99</td>
<td>14.1</td>
<td>40.1</td>
</tr>
</tbody>
</table>

**Notes:** Standard errors robust to serial and spatial correlations are in parentheses. Each specification also includes location, time, and brand fixed effects, as well as a full set of time-varying station characteristics. The moment conditions used in each specification are described in Table 2.
illustrate the role of the different IVs and report the weak instrumental variable tests. Unexplained demand residuals tend to pay lower prices. Household demand for gasoline in Canada. They found that transaction prices are endogenous: consumers with large unexplained demand residuals tend to pay lower prices.

The point estimate of $\alpha_i$ is positive in all specifications, albeit not precisely estimated in all specifications. This should not be surprising given the correlations presented in Section IC. The single-address model requires a small or positive transportation cost to explain observed market shares, which are larger for stores located relatively far from where people live.

In general the variables measuring the characteristics of close-by stations are relatively weak IVs with respect to prices, and are associated with small first-stage $F$-statistics. Specifications (2) and (3) generate $F$-statistics that are larger than the

Table 4—Demand Parameter Estimate from the Single-Address Model Specifications

<table>
<thead>
<tr>
<th>Variables</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min. consumption ($c_0$)</td>
<td>5.0992</td>
<td>5.0399</td>
<td>5.1246</td>
<td>4.9940</td>
</tr>
<tr>
<td></td>
<td>(0.158)</td>
<td>(0.0965)</td>
<td>(0.0691)</td>
<td>(0.0706)</td>
</tr>
<tr>
<td>Commuting distance ($c_1$)</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Income ($\alpha - \log($/hour)/100)</td>
<td>-0.8433</td>
<td>-0.6463</td>
<td>-0.9318</td>
<td>-0.4574</td>
</tr>
<tr>
<td></td>
<td>(0.87)</td>
<td>(0.409)</td>
<td>(0.36)</td>
<td>(0.226)</td>
</tr>
<tr>
<td>Long commuters ($\lambda_0$)</td>
<td>3.6236</td>
<td>2.9233</td>
<td>3.9919</td>
<td>2.4657</td>
</tr>
<tr>
<td></td>
<td>(2.53)</td>
<td>(1.07)</td>
<td>(1.06)</td>
<td>(0.534)</td>
</tr>
<tr>
<td>Transportation cost ($\lambda_1$)</td>
<td>0.5556</td>
<td>0.4235</td>
<td>0.6152</td>
<td>0.3181</td>
</tr>
<tr>
<td></td>
<td>(0.519)</td>
<td>(0.235)</td>
<td>(0.211)</td>
<td>(0.126)</td>
</tr>
<tr>
<td>Price ($\bar{p}_i$)</td>
<td>-0.1498</td>
<td>-0.0918</td>
<td>-0.1054</td>
<td>-0.0630</td>
</tr>
<tr>
<td></td>
<td>(0.0543)</td>
<td>(0.0252)</td>
<td>(0.0275)</td>
<td>(0.0176)</td>
</tr>
<tr>
<td>Travel cost – cpl/min.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_25/\lambda$</td>
<td>-3.344</td>
<td>-4.059</td>
<td>-4.981</td>
<td>-4.426</td>
</tr>
<tr>
<td>$\alpha_60/\lambda$</td>
<td>-3.258</td>
<td>-3.933</td>
<td>-4.793</td>
<td>-4.284</td>
</tr>
<tr>
<td>$\alpha_75/\lambda$</td>
<td>-3.197</td>
<td>-3.844</td>
<td>-4.663</td>
<td>-4.185</td>
</tr>
<tr>
<td>Observations</td>
<td>14,263</td>
<td>14,263</td>
<td>14,263</td>
<td>14,263</td>
</tr>
<tr>
<td>Number of stores</td>
<td>429</td>
<td>429</td>
<td>429</td>
<td>429</td>
</tr>
<tr>
<td>Objective ($J$-stat)</td>
<td>10.2</td>
<td>3.83</td>
<td>14.2</td>
<td>60.6</td>
</tr>
<tr>
<td>Degrees of freedom</td>
<td>3</td>
<td>2</td>
<td>7</td>
<td>27</td>
</tr>
<tr>
<td>$\chi^2$ Critical value (5%)</td>
<td>7.82</td>
<td>5.99</td>
<td>14.1</td>
<td>40.1</td>
</tr>
</tbody>
</table>

Notes: Standard errors robust to serial and spatial correlations are in parentheses. Each specification also includes location, time, and brand fixed effects, as well as a full set of time-varying station characteristics. The moment conditions used in each specification are described in Table 2.

Perhaps more importantly, the small level of price dispersion reported in Figure 1, panel B suggests that consumers are unlikely to deviate far from their commuting path. However, this does not imply that consumers will patronize a small number of stores, since the average consumer faces 10 stores within one minute of its optimal commuting path. The set of close products also expands with commuting time, as consumers with longer commutes encounter more stations. This implies that long commuters pay lower prices on average, and can better arbitrage price differences between stations.\(^{32}\)

Table 4 presents the same parameter estimates obtained for the single-address model. The most important difference between the two models is the transportation cost. The point estimate of $\lambda_1$ is positive in all specifications, albeit not precisely estimated in all specifications. This should not be surprising given the correlations presented in Section IC. The single-address model requires a small or positive transportation cost to explain observed market shares, which are larger for stores located relatively far from where people live.

In general the variables measuring the characteristics of close-by stations are relatively weak IVs with respect to prices, and are associated with small first-stage $F$-statistics.\(^{33}\) Specifications (2) and (3) generate $F$-statistics that are larger than the

---

\(^{32}\)This prediction of the model is consistent with the empirical results of Yatchew and No (2001), who studied household demand for gasoline in Canada. They found that transaction prices are endogenous: consumers with large unexplained demand residuals tend to pay lower prices.

\(^{33}\)Table 1 in the online Appendix reproduces the regression results associated with a log-linear demand model to illustrate the role of the different IVs and report the weak instrumental variable tests.
usual weak IV thresholds (i.e., larger than 10), which suggests that the cost-based instrumental variables are highly correlated with prices. This statistic does not give a complete picture of the quality of the instruments, however. The F-statistic only measures the correlation between prices and the instruments, while the full model includes four additional nonlinear parameters.

The J-statistics reported in Table 3 translate into $p$-values that are all below the 5 percent level, except for the last specification. The moment conditions using the large set of instruments are weakly rejected at 5 percent. Specification (3), which combines (1) and (2), is the preferred specification for the analysis of the model in the remainder of the paper, in part because it yields more precise estimates of the key parameters of the model. Notice also that the J-statistics associated with the single-address model are nearly twice as large as the ones reported in Table 3 for the multi-address model, rejecting the model for all but specification (2). The moment conditions are therefore more easily satisfied with the multi-address model.

B. Analysis of Cross-Price Elasticities

A common criticism of the multinomial logit model is that substitution patterns are not driven by the proximity of products in characteristics space. In many applications, adding random coefficients does not fix the problem since the variance terms are either not identified or quantitatively important. In this subsection, I analyze the shape of the elasticities of substitution between products to evaluate the importance of spatial differentiation at the parameter estimates (i.e., specification (3) of the multi-address model). The objective is to understand the relationship between observed measures of distance between stations, and the estimated elasticities of substitution. Since the number of elasticity pairs is very large, I consider only a 10 percent random sample.

Table 5 provides summary statistics on the distribution of elasticities and different measures of distance between stores. Looking at the percentiles of the elasticity distribution, the model predicts a very skewed distribution. Most stores have a small number of close competitors: the 1 percent largest cross-elasticities are above 0.4. This is a reflection of the spatial distribution of firms and consumers: 1 percent of store pairs (about 2 or 3 competitors per firm) are located within 1.25 minutes of each-other and have more than 70 percent of traffic in common.35

Table 6 investigates the relationship between the estimated substitution patterns and the physical distance between stores. Each column reports the results of a regression of cross-price elasticity pairs on four measures of distance. Columns 1 and 2 also control for the quality of the two stores in order to evaluate the contribution of the Logit distribution.36 The regression coefficients confirm that the elasticity of substitution decreases sharply in the distance between stations, and increases in the proportion of common traffic. Stations who have a street in common also have larger elasticities of substitution, but this effect is much smaller when we control

34 See for instance the discussion in Bajari and Benkard (2005) and Berry and Pakes (2007).
35 The common traffic variable is measured as the proportion of simulated consumers who commute within $\frac{1}{2}$ minute of two stations.
36 In the multinomial logit model, the elasticity of substitution is proportional to the relative market shares of products.
for the share of common commuters between the two stations. Not surprisingly, the
share of common traffic is the variable that explains the largest fraction of the vari-
ance. Moreover, because of the logit assumption the elasticities are increasing in the
quality index of locations, but this variable explains only a small fraction of the total
variance. Finally, the overall $R^2$ is close to 0.5, suggesting that driving distances and
commuting patterns alone explain a significant fraction of the elasticity of substitu-
tion between stores.

V. Analysis of a Vertical Merger: Ultramar and Sunoco

In this section, I use an observed change of ownership between Sunoco and
Ultramar stations to compare the counterfactual predictions of the model, with a
retrospective analysis of the merger. Since the demand model was estimated without
using any supply restrictions, we can use those predictions to evaluate the modeling
choices. In the present context, the merger between Sunoco and Ultramar is treated
as a natural experiment that changes exogenously the number of vertically integrated
competitors in a neighborhood of each Sunoco stations. The section is organized as

### Table 5—Summary Statistics on Elasticity of Substitution
and Measures of Distance between Stations

<table>
<thead>
<tr>
<th>Variables</th>
<th>Avg.</th>
<th>SD</th>
<th>$p_{10}$</th>
<th>$p_{50}$</th>
<th>$p_{90}$</th>
<th>$p_{99}$</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-elasticity</td>
<td>0.025</td>
<td>0.094</td>
<td>0</td>
<td>0</td>
<td>0.0013</td>
<td>0.056</td>
<td>0.397</td>
</tr>
<tr>
<td>Common traffic</td>
<td>0.041</td>
<td>0.124</td>
<td>0</td>
<td>0</td>
<td>0.111</td>
<td>0.686</td>
<td>1</td>
</tr>
<tr>
<td>Driving time</td>
<td>12.7</td>
<td>6.59</td>
<td>0.952</td>
<td>4.82</td>
<td>11.7</td>
<td>22.3</td>
<td>29.5</td>
</tr>
<tr>
<td>Common street</td>
<td>0.0246</td>
<td>0.155</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

**Notes:** The sample corresponds to a 10 percent random sample of station pairs. The statistics
in column $p_k$ refers to the $k$th percentile of the distribution of each variable. “Common traffic”
measures the traffic share that is common between two stations. “Common street” is an indi-
cator variable equal to one if two stations have a street in common. Driving time is measured
in minutes.

### Table 6—Regression Results of Elasticity of Substitutions
on Measures of Distance between Stations

<table>
<thead>
<tr>
<th>Variables</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common street</td>
<td>0.182</td>
<td>0.0567</td>
<td>0.0611</td>
</tr>
<tr>
<td>(0.0112)</td>
<td>(0.00779)</td>
<td>(0.00812)</td>
<td></td>
</tr>
<tr>
<td>Driving time</td>
<td>-0.00478</td>
<td>-0.00150</td>
<td>-0.00105</td>
</tr>
<tr>
<td>(0.000104)</td>
<td>(7.16e-05)</td>
<td>(7.16e-05)</td>
<td></td>
</tr>
<tr>
<td>Share of common traffic</td>
<td>0.449</td>
<td>0.449</td>
<td>0.449</td>
</tr>
<tr>
<td>(0.0173)</td>
<td>(0.0178)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quality index ($\delta_j \times \delta_k$)</td>
<td>0.0411</td>
<td>0.0409</td>
<td>0.0411</td>
</tr>
<tr>
<td>(0.00158)</td>
<td>(0.00111)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-0.0977</td>
<td>-0.154</td>
<td>0.0186</td>
</tr>
<tr>
<td>(0.00599)</td>
<td>(0.00511)</td>
<td>(0.00123)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>428,636</td>
<td>428,636</td>
<td>428,636</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.225</td>
<td>0.472</td>
<td>0.453</td>
</tr>
</tbody>
</table>

**Notes:** Standard-errors are clustered at the location level (in parentheses). Dependent variable:
Cross-product price elasticity $\varepsilon_{ij} = \frac{\Delta s_i}{\Delta p_j}$ normalized by the standard deviation of station
$j$’s elasticities. The sample corresponds to a 10 percent random sample of station pairs.
follows. I first describe the Sunoco-Ultramar transaction in Section VA. Then in Section VB I present the merger simulation analysis. The results of the retrospective analysis are presented in Section VC, followed by a comparative discussion of the merger impact.

A. A Brief History of the Merger

In March 1996, Ultramar and Sunoco, two of the largest firms in the Canadian petrol industry, announced their intentions to exchange the ownership of their service stations in Quebec and Ontario. The goal of the transaction was for Ultramar to increase its presence in Quebec by acquiring 127 Sunoco stations, in exchange for 88 sites in Ontario. At the time, Sunoco did not have a refinery in Quebec and chose to concentrate its retail activities in Ontario and western Canada. Ultramar on the other hand adopted the strategy of increasing its dominance in the Quebec market, and distributing locally a larger fraction of its Saint-Romuald refinery’s production (near Quebec City). The Canadian Competition Bureau studied the proposed transaction in December 1995 and “deemed [it] unlikely to result in a substantial prevention or lessening of competition.”

The implementation of the transaction was progressive. The exact date at which Sunoco stopped supplying gasoline to its Quebec stations is not publicly known. However, data on wholesale prices obtained from MJ Ervin & Associates reveal that Sunoco stopped supplying wholesale gasoline at its Quebec City terminal on January 1, 1997. After this date, an independent wholesaler, Olco, started offering unbranded gasoline in Quebec City, presumably using Sunoco’s equipment. The dataset on station characteristics also indicates the first rebranding of a Sunoco station occurred in the second quarter of 1997. Therefore, in what follows, I will assume that the date of Ultramar’s acquisition of Sunoco stations is January 1997.

Sunoco had a relatively small presence in Quebec City, with 12 gasoline stations active in December 1996. Still, combined with Ultramar’s existing network, this merger represents a sizable increase in market share for Ultramar: from 50 to 62 stores and from 16 percent to 20 percent market share. Table 7 illustrates the timeline of the transaction. The first two rows show that by the end of 1999 all Sunoco stations had been rebranded to Ultramar.

B. Merger Simulation Analysis

In order to simulate the counterfactual impact of a merger using an estimated demand system, one must first assume a supply model and recover an estimate of firms’ marginal cost functions. The simulated impact is then calculated by solving the pricing game under two or more alternative ownership structures. I describe each of these steps below, and discuss the results of the counterfactual merger between Sunoco and Ultramar using data prior to 1997.

---

37 The details of the transactions are described in a newspaper article dated on March 12, 1996 (“Ultramar and Sunoco Swap Parts of Their Service Station Networks,” Business Wire 1996).

38 Ultramar did not divest completely in Ontario. It is still active in the eastern part of the province.

Supply-Side Model and Estimation of Marginal Cost.—Upstream suppliers have substantial control over retail prices. In the Quebec market, the major branded suppliers distribute their products mainly through three types of vertical agreements: (i) company-owned stores, (ii) commission, and (iii) lessee contracts. In the first two categories upstream suppliers are responsible for setting the retail prices, and station owners set prices in the latter one.\textsuperscript{40}

In 2001, between 52 and 72 percent of branded stations were company-owned. Ultramar, the leading chain, uses exclusively commission contracts with its lessee station operators and therefore acts as a vertically integrated firm. The other firms use lessee contracts in which the wholesale price is set weekly at the station level (i.e., zone pricing). Lessee station owners also negotiate a price-support clause that ensures them of a minimum profit margin. The combination of these two clauses suggests that upstream suppliers are indirectly choosing retail prices at lessee stations. As a result, I will estimate the marginal cost functions assuming perfect resale-price maintenance.\textsuperscript{41}

Hastings (2008) provides direct evidence on retail markups that is consistent with the idea that upstream suppliers control most retail prices. Her survey of stations in San Diego reveals that operators systematically add a constant markup to the wholesale price charged by their suppliers, which is consistent with a resale-price maintenance model.

Under resale-price maintenance, each brand supplier $f$ behaves as a vertically integrated firm. Conditional on a vector of prices $p_{-f}$ posted by competing brands, firm $f$ chooses a price for each of its retail outlets:

\begin{equation}
\max_{p_f} \sum_{j \in J_f} (p_j - c_j) Q_j(p_f, p_{-f}),
\end{equation}

where $J_f$ denotes the partition of stores selling gasoline of brand $f$. If $J$ denotes the number of retail stores, a Nash equilibrium is described as a set of $J$ first-order conditions simultaneously solving this problem for all firms. Conditional on given

\textsuperscript{40} Section 4 in the online Appendix describes the most common vertical contracts used.

\textsuperscript{41} In principle, one can use other vertical pricing models to recover the sum of upstream and retail marginal cost by changing the first-order condition. Villas-Boas (2007), and Bonnet and Dubois (2010), for instance, propose non-nested tests to discriminate between resale-price maintenance, two-part tariffs, and linear pricing models. See also Brenkers and Verboven (2006), and Asker (2005) for related empirical analysis of the competitive impact of vertical contracts.
ownership structure $\Omega$, we can express the solution of this Betrand-Nash equilibrium in matrix form:

$$
Q(p) + \left(\Omega \ast \Delta(p)\right)(p - c) = 0,
$$

where $\ast$ denotes the element-by-element product operator, $\Delta(p)$ is a Jacobian matrix of the demand system (i.e., $\Delta_{ij} = \partial Q_j/\partial p_i$), and $\Omega$ is a $J \times J$ ownership matrix with element $ij$ equal to one if store $i$ and $j$ sell the same brand of gasoline.

The marginal cost of each store is estimated by inverting the previous equilibrium conditions at the observed prices and ownership structure for each period $t$, denoted by $\Omega_t$ and $p_t$. Table 8 compares the implied markups associated with the third specification of the two demand models and four supply assumptions: (i) individual store pricing, (ii) owner-store pricing, (iii) resale-price maintenance, and (iv) joint profit maximization (i.e., collusion). The last column of the table also reports a common measure of markups used in this industry, calculated using the average Quebec rack price (removing consumption taxes).

Under the RPM assumption, average markups are estimated to be 10 percent. This implies that the average station’s marginal cost is one percentage point lower than the posted rack price. The demand and supply models therefore provide very realistic markup estimates.

The difference between the RPM and store-pricing markups, suggests that the market is much closer to the most competitive structure than the collusive one. If stores were setting their prices independently of each other, the demand model would imply a 0.4 percentage point reduction in markups. In comparison, the collusive assumption would imply markups that are 200 percent higher than the RPM model.

The last two lines of Table 8 present the same estimates for the single-address model. The estimated markups appear to be too large relative to the observed markups over the rack prices. The RPM model corresponds to markups of 15 percent; 50 percent larger than the ones predicted by the multi-address model.

I now decompose the estimated marginal cost of stations between retail and wholesale costs. Under RPM, the estimated marginal cost of a station is the sum of the upstream marginal cost $w_p$, which is common across stores for a given time period, and an idiosyncratic component that reflects the retail marginal cost of the store. This last component can be expressed as a function of observed characteristics.
of the stations $Z_{jt}$ and unobserved cost shocks denoted by $\eta_{jt}$. More specifically, we can express the marginal cost of store $j$ as

$$
(c)_{jt} = p_{jt}^0 + \left(\Omega_t^0 \ast \Delta (p_t^0)^{-1}Q(p_t^0)_{jt}\right)
= Z_{jt}\gamma + w_{jt,t} + \eta_{jt}.
$$

The vector of store characteristics $Z_{jt}$ includes the number of pumps, the type of service, and a set of dummies describing the amenities offered (repair shop, car wash, convenience store, etc.). The regression line also includes indicators for non-company-owned stores, defined by the ownership of the underground storage tank. This last variable captures the idea that lessee stations might add a constant extra margin to the upstream wholesale price.

Equation (10) is estimated by OLS, controlling for supplier and time specific fixed-effects. The coefficients associated with the fixed-effects, denoted by $\hat{w}_{jt,t}$, estimate the sum of the upstream marginal cost $w_{jt,t}$ and any brand specific intercept. If the latter part is close to zero (i.e., the marginal cost of a representative retailer is equal to the wholesale price), the magnitude of these coefficients should be comparable to the minimum rack price. Figure 3 shows that the estimated upstream cost indeed tracks the posted rack price very well. The estimates also suggest that

---

42 The cost function is estimated in the subsample prior to 2000, since the price floor was binding more frequently in 2000 and 2001. I also exclude the 1996 price war episode.

43 The important gap between $w_{jt,t}$ and the rack price before 1994 suggests the supply model is not appropriate in the earlier part of the sample. After 1993, average retail margins decreased significantly in the province. Explaining this change is beyond the scope of this paper, but it appears to be related with Ultramar’s desire to expand its market share, and possibly a change in the nature of its vertical contracts as this period coincides with the exit of a large number of independently owned branded retailers (e.g., elimination of double marginalization).
independent stations face higher wholesale costs than Ultramar, which is the only company operating a refinery in the city.\textsuperscript{44}

Equation (11) presents the remaining estimated coefficients of the combined cost function:

\begin{equation}
(11) \quad c_{jt} = \frac{-0.0231}{(0.0061)} \times \text{Reg. pumps}_{jt} + \frac{117}{(0.062)} \times \text{No conv. store}_{jt} \\
+ \frac{0.171}{(0.08)} \times \text{Full service}_{jt} - \frac{0.152}{(0.062)} \times \text{Carwash}_{jt} \\
+ \frac{0.236}{(0.082)} \times \text{Repair shop}_{jt} + \frac{0.088}{(0.072)} \times \text{Lessee dealer}_{jt} \\
+ \hat{\omega}_{jt} + \hat{\eta}_{jt}, \quad R^2 = 0.92.
\end{equation}

Overall, station characteristics enter the marginal cost function of stations in a very intuitive way. Self-service stations and large capacity stations (in terms of number of pumps) have significantly lower marginal costs. Also, stores that have an attached convenience store or a car wash have a lower marginal cost. This suggests that these additional lines of business are complementary to gasoline sales, and thus reduce the effective marginal cost of serving an additional customer (i.e., gasoline is a loss-leader product). Repair shop stores however tend to have higher costs, which suggests that their services are not complementary to gasoline sales and/or that the presence of a repair shop proxies for the age of the station. Finally, lessee stations do not have marginal costs statistically different from the ones of company-owned stores selling the same brand. This estimate is sensitive to the sample choice, however. The point estimate is roughly doubled and statistically significant when the 1996 price war episode is included in the sample; suggesting that company-owned stores undercut their rivals by a larger margin.

The previous decomposition can be used to calculate the efficiency gains or losses associated with the ownership change. For instance, we can use the estimated upstream marginal cost of Sunoco and Ultramar to infer what would be the marginal cost of Sunoco stations if the merger occurred in 1996 or 1995 rather than 1997 (i.e., assuming that the merger does not affect the downstream component \(\eta_{jt}\)).

\textit{Merger Simulation Results.}—In order to compare the simulation and retrospective merger effects, I present the average predicted price differences induced by the merger in four competitive neighborhoods around Sunoco stations (i.e., treatment groups), relative to the average price differences outside of these neighborhoods (i.e., control groups). This difference between the average price changes in the treatment and control groups corresponds to the “difference-in-difference” estimate.

This first set of results is obtained by solving the pricing game under resale-price maintenance, holding the marginal costs fixed to their estimated values. More specifically, for every time period between 1995 and 1997, except for June/July 1996, I calculated the vector predicted prices under the counterfactual merger between Sunoco and Ultramar. The effect of the merger is obtained by subtracting the observed prices,

\[\text{The upstream costs of other companies lie in between these two points. The difference between the wholesale cost of independents and Ultramar is statistically different from zero and slightly larger than 1 cpl.}\]
which are assumed to be generated by a Nash equilibrium. Table 9 presents the average and standard-deviation price changes for the treatment and control groups.\footnote{Recall that the key assumption in the estimation of the treatment effect is that stations outside of Sunoco’s competitive neighborhoods are unaffected by the ownership change. In the model, this is not entirely true since some stores (especially Ultramars) react to the merger, but the simulation results suggest that this effect is small (less than 0.02 cpl). Stations located close to a Sunoco station increase their price by a much larger margin, and the difference implies a net change of 0.38 cpl for the smallest neighborhood. The simulated effect also decreases sharply with distance reflecting the fact that competing stations are not greatly affected by the merger.}

The merger generates two effects: (i) a direct price increase by Sunoco and Ultramar stations due to the externality that is internalized by the merger, and (ii) an indirect price increase by competitors due to the fact that firms likely behave as strategic substitutes (see, for instance, Deneckere and Davidson 1985). The size of the externality is expected to vary as a function of the distance between Ultramar and Sunoco stations, and the relative isolation of Sunoco stations.

Table 10 decomposes the merger effects into a direct and indirect effect for the smallest competitive neighborhood. The first two specifications (chain) correspond to the resale-price model with and without adjusting for cost efficiencies induced by the merger, as described above. The first line shows that the average price increase at Sunoco stations alone is much larger than the averages presented in Table 9 (i.e., 0.526 cpl versus 0.40 cpl). The price increase is also heterogeneous across stations; the predicted price increase at Sunoco stations goes from 0.2 cpl to nearly 1 cpl. The second column shows that adjusting for cost efficiencies reduces the merger effect only slightly (i.e., 0.05 cpl), since Sunoco is estimated to be almost as efficient as Ultramar. The third column performs the same exercise but assuming that Sunoco stations were setting their prices independently of each other before the merger. This supply model (i.e., owner pricing) is more competitive than resale-price maintenance, and therefore leads to a slightly larger direct effect (i.e., 0.607 cpl).\footnote{The standard deviation does not take into account the sampling variance. It is a measure of the heterogeneous reaction of firms to the merger.}

\footnote{For the owner-pricing simulations, I use different marginal-cost estimates obtained from the appropriate first-order condition. That is, $\Omega$, corresponds to the ownership matrix rather than the brand identity matrix.}
The next three rows calculate the difference between the average price change at Sunoco and Ultramar stations in the treatment group, relative to Ultramar stations located outside of the $\frac{1}{2}$ minute neighborhood. This yields an estimate of the difference-in-difference coefficient bias if Ultramar stations located far from Sunoco’s were used as controls. The model predicts a bias because on average Ultramar stations in the control group increased their prices after the simulated merger (i.e., $0.46 - 0.102 = 0.357$).

The last three rows of Table 10 present the indirect effect of the merger. The model predicts that nearby stores should increase their prices by a small amount relative to other stations in the market (i.e., 0.026 cpl), which is again quite heterogeneous. Intuitively, the reaction of competitors should be much larger. Everything else being equal, competing stations should not be able to maintain a ½ cent price difference due to the large store-level price elasticity. Instead, this small effect is more likely caused by the presence of the logit error term, which introduces another dimension of differentiation that might not be realistic for a market like gasoline. When a store decreases its price, it loses market share to every other option available (including the outside good), which leads to a diffused substitution effect.

One way of attenuating this effect is to reduce the choice-set of consumers, and simulate the equilibrium prices with and without the merger. The results in columns 4 and 5 were obtained by assuming that consumers can purchase only from the 10 closest stores relative to their commuting path.\textsuperscript{47} The direct effect of the merger

\textsuperscript{47}To simulate the merger under this alternative demand model, I solved the Nash equilibrium price with and without the merger. This is because the marginal cost of stations is recovered using the multinomial model with $J_i$ options, and therefore the prices do not satisfy the equilibrium conditions when consumers are restricted to purchase from a restricted choice-set.
is almost unchanged, but as expected the average price increase of competitors is doubled (0.064 instead of 0.026). The indirect effect under this alternative assumption is still small in magnitude relative to the direct effect (i.e., about 15 percent). Nonetheless, this result suggests that multinomial logit models that incorporate choice-set restrictions have better pricing predictions, especially when the market includes a large number of products (see, for instance, Goeree 2008).

Figure 4, panels A and B illustrate the direct and indirect effects of the merger as a function of the proximity to Sunoco, measured by the maximum elasticity of substitution with a Sunoco station. Similar figures can be constructed using only physical distance, but the scatter plots would be “noisier” since distance is only one factor determining the elasticity of substitution as discussed in Section IVB. Ultramar stations that compete closely with a Sunoco station react the most, while those with little direct contact experience almost no price increase. The relationship is almost linear, suggesting that the heterogeneity observed in the simulated merger effect is driven mainly by variation in the proximity to Sunoco stations.

The price increase at competing stations shows the same upward sloping relationship, but is a lot flatter. Notice that this figure also shows that the relationship is not strictly monotonic and exhibits a larger variance. A fraction of competing stations increase their prices slightly without directly competing with a Sunoco station, while others located closely do not react to the merger. This heterogeneity represents two phenomena. First, a few stations located near an Ultramar station, but relatively far from a Sunoco station, increase their price following the merger. Since the scale of the merger is small (i.e., only 12 Sunoco stations), this effect is not important and stations in the control group do not increase their prices significantly after the merger. Second, single-owner stations tend to react differently to the merger than multiproduct firms, and in particular have a more pronounced response to the price increase of a close competitor.

C. Retrospective Analysis

In order to estimate the observed price effect of the Sunoco/Ultramar merger, I conduct a difference-in-difference analysis similar to one performed by Hastings (2004).
The identification strategy relies on the idea that the merger between two networks of retail stores creates sharp changes in the structure of local markets. In Hastings’ case, the acquisition of Thrifty by ARCO implied the loss of an independent competitor for stores directly competing with a Thrifty station. Moreover, because this type of merger is negotiated nationally, the change of ownership is not endogenous to the unobserved local demand conditions after controlling for store fixed-effects.

In the present context, the loss of a Sunoco did not occur on January 1997, because rebranding took place over a two-year period. Instead, the immediate change occurred vertically since Ultramar became the sole supplier of all Sunoco stations. If this new upstream supplier was able to fully or partially control the retail price, through wholesale price discrimination or some form of resale-price maintenance, the post merger prices at Sunoco stations should be set less competitively than before.

The acquisition might also have created other changes to the cost structure of Sunoco stations. In particular, as we saw above, Ultramar has a lower marginal cost of supplying gasoline because of the proximity of its refinery. The objective of the retrospective analysis is then to quantify the magnitude of the anti-competitive effect, net of any efficiency gains or losses associated with the merger.

Assuming, like Hastings (2004), that the ownership change affected prices only locally, a natural treatment group includes Sunoco stations and their immediate competitors. The control group is defined as stations outside of these neighborhoods. The last four rows in Table 7 describe the distribution of active stations located in different neighborhoods around each Sunoco station that was merged with Ultramar. Importantly, the competitive neighborhoods are the same as the ones used previously in the merger simulation: three driving distance time buffers and a discrete measure based on the connectivity of stations on the road network.

Notice from Table 7 that former Sunoco stations that were progressively rebranded are in the treatment group. In the empirical analysis, I pool these two types of stations rather than estimating separate treatment effects because of sample size restrictions.

The fraction of observations in the treatment group is smaller than in Hastings (2004). However, contrary to Hastings’ sample, I observe the universe of prices in the market for a longer period of time. This allows me to separate the merger effect into a direct effect on Sunoco and Ultramar stations, and a competitive effect on other stations.

I estimate the following two fixed-effect regression models using station level prices \( p_{jt} \) as dependent variable:

\[
p_{jt} = \gamma N^d_j \times T_t + Z_{jt} \beta + \mu_j + \tau_t + u_{jt},
\]

\[
p_{jt} = \gamma_0 N^d_j \times T_t + S_{jt} + \gamma_1 N^d_j \times T_t \times (1 - S_{jt}) + Z_{jt} \beta + \mu_j + \tau_t + u_{jt},
\]

where \( N^d_j \) is a dummy variable equal to one for stations located in a neighborhood \( d \) of a Sunoco station, \( T_t \) is a dummy variable equal to one after the ownership change, and \( S_{jt} \) is an indicator variable for stations that are supplied by Ultramar after the merger. All specifications include location and time-fixed effects (i.e., \( \mu_j \) and \( \tau_t \)). The
average effect of the merger is denoted by \( \gamma \), while the direct and competitive effects are denoted by \( \gamma_0 \) and \( \gamma_1 \) respectively. The control variables \( Z_t \) include time-varying station characteristics (number of pumps, type of service, amenities, brand, etc.) and sales volume.\(^{48}\)

Table 11 presents the regression results corresponding to equation (12) (columns 1, 3, and 5) and equation (13) (columns 2, 4, and 6) for the smallest neighborhood definition (i.e., \( \frac{1}{2} \) minute). The table includes estimation results over three different subsamples: (i) 1995–1997 including the 1996 price war (columns 1–2), (ii) 1995–1997 excluding the 1996 price war (columns 3–4), and (iii) 1995–1998 excluding the 1996 price war (columns 5–6). The 1997–1998 period includes a larger fraction of rebranded stations, which complicates the interpretation of the results. It is also interesting to compare the results with and without the 1996 price war, because Ultramar was largely responsible for causing the war. As a result, the merger effect tends to be larger when the sample includes the price war episode.

The aggregate results in columns 1, 3, and 6, reveal that prices were indeed higher after the merger in the treated neighborhoods, suggesting that the anti-competitive effect of the merger dominated any efficiency gains. Depending on the sample, the average price difference ranges from 0.15 cpl to 0.45 cpl. Since the average margins were about 4 cpl during this period, this represents at most a 11 percent increase in retail margins, or a 0.7 percent price increase. By comparison, these point estimates correspond to a price increase of at most 1.75 cents per gallon, which is smaller than the results reported in Hastings (2004), but larger than what Taylor, Kreisle, and Zimmerman (2010) found (i.e., 5 and 1 cents per gallon, respectively).

\(^{48}\)The difference-in-difference specification will estimate consistently the effect of the merger if the announce-ment does not coincide with other events affecting the price of stations in the treatment groups. In the current example, one such assumption is that the price floor regulation, which was implemented in 1997 as well, affected all stations symmetrically (i.e., treated and controlled).
The disaggregate results clearly show that most of this effect is due to Sunoco and Ultramar posting higher prices after the merger. The direct effect of the merger ranges between 0.2 cpl and 0.5 cpl, while the competitive effect is imprecisely estimated and sometimes negative (see column 4). In general, the competitive effect is found to be significantly different from zero only when the 1998 sample is included. Although the sample is not rich enough to clearly identify the rebranding effect, this result suggests that the rebranding of a larger number of stations might be causing a bigger competitive reaction.

The estimated treatment effect of the merger is robust across neighborhood definitions. Table 12 illustrates the robustness of the results to different assumptions about the size of the competitive neighborhoods. The magnitude of the merger effect is, in general, decreasing in the size of the neighborhood, reflecting the fact that competing stations were less affected by the merger. As hinted by the results in Table 11, however, the decline in the effect is much less pronounced when the sample includes the rebranding periods (see columns 5–8).

D. Discussion

The results of the retrospective exercise to a large extent confirm the merger simulation results. The change in ownership between Sunoco and Ultramar caused a significant price increase of up to ½ cpl in the neighborhood of Sunoco stations, which corresponds to a 10 percent increase in retail margins. As the structural model shows, most of this effect is attributed to the fact that the new merged entity internalized the cannibalization of market shares caused by independent pricing behavior. Since this externality is larger when Ultramar and Sunoco stations compete for the same consumers, the price increase is increasing in the degree of substitutability between Ultramar and Sunoco stations.

This is not to say that the reduced-form and the structural estimates fully agree. At least in one subsample (i.e., 95/98), the retrospective analysis suggests a much larger indirect price effect than the merger simulation. The observed merger effect also does not diminish in distance as fast as what the model predicts. The merger simulation results show that the net effect should go from 0.38 to 0.09 cpl in the largest neighborhood, while the difference-in-difference model suggests a decline from 0.43 to 0.26 (i.e., columns 1–5). These differences are explained in part by the fact that the simulated reaction of competitors is small, due to the distributional assumption on consumers’ idiosyncratic tastes.

Similarly, if we drop the 1996 price war from the difference-in-difference estimation, the net effect of the merger is smaller than what the model predicts (i.e., 0.2 versus 0.37). Part of this might be due to the fact that the efficiency gains were larger than the ones that were estimated.

On the other hand, the retrospective analysis does not provide a complete picture of the merger effect. Although all specifications suggest that the merger induced higher prices, the actual magnitude of the change is sensitive to the sample choice. This sheds some doubts on the validity of the identifying assumptions: the difference-in-difference estimate might be capturing the end of the price war rather than the ownership change (i.e., stations competing indirectly with Ultramar received two “treatments”).
A more general challenge for the difference-in-difference approach is the identification of a valid control group. As the simulation results showed, the treatment effect underestimates the true direct effect of the merger, since Ultramar stations in the control group increased their prices by a sizable margin. Overall, the results suggest that this bias is not too large in the current case, because Sunoco only operated a small fraction of stations in the market. However this bias should be important in larger merger cases involving spatially differentiated firms. When consumers are commuting between locations, the cannibalization of market shares is expected to spill-over in larger neighborhoods, and the number of stations unaffected by the merger can be very small.

Finally, the interpretation of the retrospective analysis through the lens of the merger simulation analysis shed light on the recent debate surrounding the replicability of retrospective merger analysis. For instance, Taylor, Kreisle, and Zimmerman (2010) recently failed to replicate the magnitude of the results obtained by Hastings (2004) concerning the merger between ARCO and Thrifty. Hastings’ results suggested that the merger induced price increases of 5 cents per gallon, while Taylor et al. obtained a much smaller estimate of about 1 cent per gallon. Both papers used the same estimation methodology, but relied on different price data: Hastings used quarterly information on a 20 percent random sample of stations, while Taylor et al. used average monthly price data from a larger but less representative cross-section of stations. Importantly, neither dataset included Thrifty stations (i.e., the independent chain), and the estimation relied only on the effect of the merger on ARCO and competing firms’ prices.

The results of the merger simulation analysis shows that small differences in the cross-section of stations can have large consequences on the estimated price change. The impact of the merger on prices is highly heterogeneous across stations and local markets. Therefore, the estimated differential effect varies greatly depending on the choice of controls, and the availability of information on stores that were directly affected by the merger (i.e., Sunoco and Ultramar in this case).
For instance, since the model predicts that most of the price increases are associated with the two merging firms, any sampling scheme that leaves out the most competitive player pre-merger will underestimate the effect of the merger. In the current example, dropping Sunoco stations from the averages reported in Table 10 would decrease the estimated direct effect by more than half. Similarly, the point estimate is expected to be very sensitive to the presence of Ultramar stations in the treatment group. A dataset that over-samples Ultramar in the control group would lead to a downward bias, while a dataset that over-samples Ultramar in the treatment group would overestimate the effect.

VI. Conclusion

In this paper I develop and estimate a novel model of demand for spatially differentiated products, applied to retail gasoline. My approach contributes to the literature on spatial differentiation by formally modeling commuting paths as the “locations” of consumers. This extension of the standard single-address model generates substitution patterns that depend in an intuitive way on the structure of the road network and the direction of traffic flows.

The methodology combines computing tools from the transportation Geographic Information System literature, and econometric methods developed to estimate discrete choice models of demand. The model is estimated using panel data and covers an important period characterized by a large North American reorganization of retail networks. This feature of the data enables me to identify the structural parameters of the model, even after controlling for important unobserved characteristics of store locations.

The results validate the modeling choices in several ways. The distribution of gasoline sales within the market is shown to be poorly correlated with the distribution of local population, and significantly more so with the distribution of work commuters. This directly translates into a small and positive estimate of the transportation cost parameter in the traditional model, which implies very little spatial differentiation. Since the degree of substitutability between locations feeds directly into predictions of mark-ups and prices, the results from the multi-address model differ sharply in terms of the evaluation of market power. Importantly, the estimated markups coming from the model match very well the observed profit margins over the spot wholesale price for gasoline.

The demand specification is also validated by comparing the pricing implications of the model with the estimated impact of a consummated merger between Ultramar and Sunoco. The difference-in-difference estimate roughly equates the average price increase predicted by the counterfactual simulation of the merger. This result is important as it provides support for the merger simulation methodology.

The comparative analysis also highlights the relative strengths of reduced-form and structural methods. While the treatment effect estimates are shown to be sensitive to definition of control group and sample size, it also serves as a useful and transparent point of comparison to validate the assumptions of structural models. In the present context, the main failure of the merger simulation is the inability of the model to predict a sizable price reaction from competing firms post merger. This
problem is linked with the distributional assumption of consumer tastes, which tends to underestimate the elasticity of substitution between close competitors despite a large estimated transportation cost. This issue is common to most empirical models of product differentiation that introduce idiosyncratic utility shocks. Further research is therefore needed to relax these assumptions, while keeping the tractability of the framework developed by Berry, Levinsohn, and Pakes (1995).
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