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Abstract

In unobservable queueing systems, customers have several chances to leave the system and forgo their service from an agent. Typically customers may choose to leave by balking, which is based on the queue length or they may leave by reneging from the queue, which is based on the virtual waiting time and the patience of the customer. However, the current literature on unobservable queues assumes that the sequences of balking and reneging random variables are independent and this implies that a customer’s decision to join the line is independent of their willingness to wait for service. In this paper, we relax the independence assumption and assess the impact of dependence of the balking and reneging distributions on the stochastic behavior of the queue length and workload processes. We find that the dependence of the balking and reneging distributions significantly affects the distribution of the queue length through decreasing the strength of the state dependent drift towards the origin. Lastly, we show that the joint density near the origin and not the correlation of the balking and reneging random variables describes the impact of the queue length and workload processes.

1 Introduction

Performance analysis for service systems such as unobservable queues usually assume that the random variables that determine whether or not a customer will balk or renege from the queue are mutually independent. However, in a variety of real world applications, the balking and reneging random variables may in fact be jointly dependent. For example, in a grocery store, customers that make the decision to not balk and join a long line of customers will most likely have enough patience to stay in the line for a longer period of time. Thus, there is a positive dependence on a customer’s willingness to join a long queue and their willingness to wait a long time to receive service.

The current literature does not take into account the dependence of the balking and reneging distributions and as we will show, this can have a significant impact on the distribution of the queue length and workload processes. We will show that positive dependence among the balking and reneging distributions produces additional congestion in the queue. This additional congestion is created by the fact that customers that join the line are more likely to wait in the line longer, therefore reducing the number of customers that renege from the queue. However, what is surprising is that the correlation plays no obvious role in the increased congestion and instead the increased congestion is influenced by the joint distribution of the balking and reneging random variables near the origin.

We are motivated to study the impact of dependence on unobservable queues since there are several novel applications of unobservable queues. One exciting area that uses unobservable queues in its daily operations is virtual queueing. Virtual or mobile queueing allows customers to wait for service via their mobile devices or cell phones. By waiting in line on one’s mobile device, the idea of virtual queueing allows customers to spend the time that they are waiting for service more efficiently and gives the customer more flexibility to use their time more productively. From a psychological perspective, customers no longer agonize about waiting a long time to see a server since they are spending their waiting time occupied with other activities of their
choice. However, this increased flexibility offered by virtual queuing is not without a cost. One of the main
difficulties experienced in a ticket queue is customer abandonment. More often than not, when customers
decide to renege from the queue, they often leave unnoticed to the service manager or operator. As a result
of this unobservable feature of the system, what is listed as the actual queue length through an app on their
phone is in fact an upper bound for the actual number of customers waiting and is often not the actual
number customers to be served ahead of them.

1.1 Relevant and Related Literature

1.1.1 Queues with Correlated Random Variables

The study of queues with correlated parameters has a long history see for example, [1, 4, 16, 7, 19, 8, 9, 12, 13]
and references therein. One of the most interesting papers on the subject is [14] where the arrival and service
processes are assumed to be positively dependent. In [14], the author assumes that the arrival and service
processes in a single server queue follow a bivariate negative exponential distribution, which they show leads
to an analysis of the Kibble bivariate gamma distribution. Using the bivariate gamma distribution, they
also derive an integral equation for the waiting time and derive important properties of the waiting time
in terms of the parameters of the bivariate gamma distribution. In a follow-up paper [15], the author also
derives closed form expressions for the moments of the waiting time when the arrival and service processes
are dependent.

In other work by [6], the author studies the effect of dependency of the arrival and service processes
on the steady state waiting time and queue length. The author shows under the bivariate Marshall-Olkin
exponential distribution that the customer waiting time is monotonically decreasing in the dependency in the
increasing convex ordering sense. [22] generalizes this result to other bivariate distributions for the arrival
and service processes. Moreover, [23] further generalizes the result beyond queueing processes.

Another major body of research analyzes infinite server queues with dependent sequences of random
variables. For example the work of [24, 25, 26] explores the impact of dependence on the nonstationary
infinite server queue. More specifically, they study when the service times are correlated with each other.
This type of dependence is typically seen in recalls or inquiries about consumer products since customers
call the call center with the same issues and questions. The authors provide an approximate analysis of
the mean and variance of the queue length as a function of the dependence between service times or arrival
times. They also show that the correlation significantly impacts the variance but not the mean behavior.
Thus, in the infinite server setting, the current literature is only limited to exploring dependence between
arrival and service random variables.

One important fact is that none of the previous research explores queues with reneging customers or
types of dependence that is not between the arrival and service processes. In this work, we not only explore
the impact of dependence on the balking and reneging processes, but we also explore this dependence feature
for unobservable queues, which are relatively new in the queueing literature.

1.1.2 Ticket Queues as Models for Unobservable Queues

The study of ticket queues is quite recent. The first paper that explores the nuances of ticket queues is
by [31] and it shows that for heavily loaded systems with relatively impatient customers the ticket queue
experiences a higher percentage of balking. This research analyzes ticket queues with the assumption that
the distributions for balking and reneging are exponential. However, work by [17], extends the analysis
to more general distributions for the abandonment distribution and balking distributions. Since general
distributions are explored in [17], they appeal to heavy traffic theory instead of Markov process theory to
derive useful approximations of performance. The main insight provided by [17] is to illustrate the theoretical
and practical differences between observable and unobservable or standard and ticket queues in the critically
loaded heavy traffic regime. One result is that the standard and ticket queues converge to the same limiting
diffusion process, a regulated Ornstein-Uhlenbeck process. In fact a strong notion of similarity is proved by
[17] where it shows that the standard and ticket queues are asymptotically coupled in heavy traffic. More
recently, there is work by [20] that studies and derives optimal staffing levels for ticket queues with multiple
servers. Their analysis is also in the Markovian setting and it does not consider general distributions nor
does it derive insight from heavy traffic limit theory.
Like some of the literature in queueing theory such as [30, 28, 17], this paper exploits heavy traffic limit theory in order to derive simple and accurate approximations for the unobservable queue that managers can use to operate their service systems better. Using our heavy traffic theory, we construct estimates of the distribution of the queueing processes by deriving heuristic approximations of our heavy traffic limit theorem based on steady state limits. We show that we are able to approximate various performance metrics such as, the mean, variance, the fraction of balking customers, fraction of reneging customers, and the impact of dependence on these quantities. Moreover, we are also able to calculate the fraction of customers currently in the queue that will eventually renge from the queue. This provides customers and managers with approximations on how to adjust one’s perception of how many customers will actually stay long enough to receive service.

1.2 Contributions of Paper

Unlike the previous research on unobservable queues, this paper attempts to assess the impact of the dependence of the balking and abandonment random variables by providing answers to the following questions.

- How does the dependence of the balking and reneging distributions impact the mean, variance, and distribution of the queue length and workload processes?
- How does the dependence of the balking and abandonment random variables impact the fraction of customers that decide to balk or renge from the queue?
- Is there a simple relationship between the correlation of the random variables and the queue length process?
- Are there simple and closed form approximations for modelling the unobservable queue with dependence?

1.3 Notation of Paper

In this section, we provide the reader with a guide of the notation that will be used throughout the rest of the paper. First, we let $\mathbb{R}$ denote the set of all real numbers, $\mathbb{R}_+$ the set of nonnegative real numbers, and $\mathbb{N}_+$ the set of strictly positive integers. For a Polish space $\mathcal{S}$, let $D(\mathbb{R}, \mathcal{S})$ denote the space of right continuous functions with left limits from $\mathbb{R}_+$ into the Polish space $\mathcal{S}$. The Polish spaces that we consider in this paper are $\mathbb{R}_+$ and $\mathbb{R}_+^2$. Moreover, we define $\varphi(x)$ and $\Phi(x)$ to be the probability density function (pdf) and the cumulative distribution function (cdf) of the standard normal distribution where

$$
\varphi(x) = \frac{1}{\sqrt{2\cdot\pi}} e^{-x^2/2} \quad \text{and} \quad \Phi(x) = 1 - \overline{\Phi}(x) = \int_{-\infty}^{x} \varphi(y)dy. \quad (1.1)
$$

We also define the standard hazard rate function $h : \mathbb{R} \to \mathbb{R}_+$ to be the ratio of the density of the standard normal distribution to the tail of the standard normal distribution i.e.

$$
h(x) = \frac{\varphi(x)}{\Phi(x)} \quad \text{for every } x \in \mathbb{R}. \quad (1.2)
$$

1.4 Outline of Paper

The remainder of the paper proceeds as follows. In Section 2, we define the unobservable queue model and show how it can be modelled via a ticket queue. We also provide a decomposition of the queueing model in terms of primitive random variables and processes. In Section 3, we demonstrate how to construct various sequences of dependent random variables as this is important for simulating and generating the queue length and workload processes. In Section 4, we provide the conditions under which our heavy traffic limit theorem is valid. We also provide the main results of the paper in this section. We also develop approximations for performance measures using knowledge of the steady state distribution of the regulated Ornstein-Uhlenbeck process. In Section 5, we also provide extensive numerical results using dependent random variables for the balking and reneging processes. Concluding remarks follow in Section 6 and finally in the Appendix, we provide all of the ingredients needed to prove the main results of the paper.
2 Description of Unobservable Queueing Model with Dependence

In this section, we provide the primitive random variables and the initial conditions for the ticket queue with dependence of the balking and abandonment random variables. For the reader’s convenience, we use the terms ticket queue and unobservable queue interchangeably throughout the rest of the paper.

2.1 Model Primitives

For each customer, we assume that they have an interarrival time, (potential) service time, initial balking and reneging random variables, however, we assume that the balking and reneging random variables are dependent on each other and have a joint distribution. The external mean arrival rate of jobs is $\lambda$, the mean service rate is $\mu$. The sequences $\{u_i : i \geq 1\}$, $\{v_i : i \geq 1\}$, $\{b_i : i \geq 1\}$, $\{r_i : i \geq 1\}$ are all defined on the same probability space $(\Omega, F, \mathbb{P})$. Since we relax the independence assumption for the balking and reneging random variables, we have that the interarrival times and service times are independent of each other and the balking and reneging random variables, however, we assume that the balking and reneging random variables are dependent on each other.

We assume that the unitary interarrival and service times have finite variances denoted by $\sigma_u^2$ and $\sigma_s^2$ respectively. The quantities $b_i$ and $r_i$ represent the random variables associated with balking and reneging, respectively. However, unlike the work of Jennings and Pender [17], the balking and reneging random variables are not independent. To describe the balking and reneging random variables, we define $G_b$ and $G_r$ to be their respective marginal cumulative distribution functions and we define $G(x, y)$ to be the joint distribution of the balking and reneging random variables. This implies that $G_b(\cdot) = G(\cdot, \infty)$ and $G_r(\cdot) = G(\infty, \cdot)$. We also assume that the marginal and joint cumulative distribution functions of the balking and reneging random variables vanish at zero. This means that $G_b(0) = G_r(0) = G(0,0) = 0$. Not only do we assume that the derivatives of the marginal distributions exist at zero and are strictly positive, but we also assume that the sum of the partial derivatives of the joint balking and reneging distribution exist and are strictly positive. When there is no dependence and the balking and reneging distributions are independent, we define the sum of the derivatives of the balking and reneging distributions as

\[ \gamma_{\text{ind}} = G'_b(0) + G'_r(0). \]  

This quantity $\gamma_{\text{ind}}$ is the rate at which the queue length process is pushed towards the origin due to balking and renewing when they are independent. However, when the balking and renewing distributions are dependent, the rate is different and becomes

\[ \gamma = G_x(0, \infty) + G_y(\infty, 0) - G_x(0, 0) - G_y(0, 0) = G'_b(0) + G'_r(0) - G_x(0, 0) - G_y(0, 0). \]  

One should note that since $G_x(0,0)$ and $G_y(0,0)$ are non-negative, the effect of the dependence is to move the distribution further away from the origin, which increases the queue length and workload. It is also important to note that the sum of $G_x(0,0)$ and $G_y(0,0)$ should be non-negative. Suppose that it were not and $G(0,0) = 0$, then it would be able to move in a direction that would make the joint probability negative and violate the assumptions about probability distributions.

2.2 The Queue Length and Related Processes

In this section, we define the process $Q = \{Q(t), t \geq 0\}$ to be the queue length process. The queue length process is constructed out of several simpler stochastic processes that describe the complicated dynamics of the queue length process. One such process is the arrival process is $A = \{A(t), t \geq 0\}$, which counts the number of customers that have arrived to the system in the interval $(0,t]$. Another process is $B = \{B(t), t \geq 0\}$ which is the balking process and serves to track as a function of time the number of arriving
customers who leave immediately upon arrival. The reneging process $R = \{R(t), t \geq 0\}$ tracks the number of people who have abandoned and whose abandonment has also been detected in the system. Unlike an observable queueing process where an abandoned customer is immediately detected, customers that abandon in an unobservable or ticket queue can only be detected when their service would have begun. The process $S = \{S(t), t \geq 0\}$ tracks the number of service completions that the server has done as a function of time. Moreover, we also define the busy time process $T = \{T(t), t \geq 0\}$, which calculates how much time has been spent by the server processing jobs as a function of time $t$. The idle time process $I = \{I(t), t \geq 0\}$ is complementary to $T(t)$: $I(t) = t - T(t)$ for each $t \geq 0$ since it records the time that the server has remained idle up to time $t$. Lastly, the workload process $W = \{W(t), t \geq 0\}$ reports as function of time the amount of effort required by the server to process those customers currently in-queue that will not abandon. For simplicity, we also assume that the initial value of the queue length and workload are equal to zero. Since non-zero queue lengths and workload distributions do not provide any additional insight to the main conclusions of the paper, we decide to initialize the processes at zero. Using the above stochastic processes, it is now possible to construct and describe the queue length process with the following equations given below. For each $t \geq 0$, we have that

$$Q(t) = A(t) - B(t) - R(t) - S(T(t)),$$  \hfill (2.3)

$$A(t) = \sup \left\{ j \geq 0 : \sum_{i=1}^{j} u_i/\lambda \leq t \right\},$$  \hfill (2.4)

$$B(t) = \sum_{i=1}^{A(t)} 1(b_i \leq Q(t_i-)/\mu),$$  \hfill (2.5)

$$R(t) = \sum_{i=1}^{A(t)} 1(b_i > Q(t_i-)/\mu) \cdot 1(r_i \leq W(t_i-)) \cdot 1(W(t_i-) \leq t - t_i),$$  \hfill (2.6)

$$T(t) = \int_{0}^{t} 1(Q(s) > 0)ds,$$  \hfill (2.7)

$$I(t) = t - T(t),$$  \hfill (2.8)

$$S(t) = \sup \left\{ k \geq 0 : (1/\mu) \sum_{i=1}^{k} \tilde{v}(i) \leq t \right\},$$  \hfill (2.9)

where

$$\tilde{v}(i) = v_i \cdot 1(b_i > Q(t_i-)/\mu) \cdot 1(r_i \geq W(t_i-)),$$  \hfill (2.10)

and

$$W(t) = I(t) - t + \sum_{i=1}^{A(t)} (v_i/\mu) \cdot 1(b_i > Q(t_i-)/\mu) \cdot 1(r_i > W(t_i-)).$$  \hfill (2.11)

$Q(t)$ represents the total number of customers currently in the queue and in service at time $t$. $A(t)$ represents the total number of arrivals up to time $t$. $B(t)$ is the total number of customers that have balked from the queue up to time $t$. $R(t)$ is the total number of customers that have reneged and have also been detected by the server up to time $t$. $T(t)$ represents the time that the server is busy and $I(t)$ is the amount of time that the server is idle. $W(t)$ is the current workload of the server at time $t$, which is the amount of time it would take for the server to become idle the arrival process were shut off. Lastly, $S(t)$ is the total number of customers that have departed the queue for receiving service by the server up to time $t$. All of these processes are important and necessary for the construction of the queue length and workload process and will be scaled in order to prove our main limit theorem. However, before we prove the main result, we show how to construct dependent random variables in the sequel.
3 Simulation of Dependent Random Variables

Since we are using dependent random variables for the balking and reneging processes, it is necessary to understand how to construct bivariate sequences of random variables that are dependent. In this section, we give examples of some joint bivariate distributions and how to simulate from them for the balking and reneging random variables.

3.1 Randomly Repeated Random Variables

One way to model dependence between random variables is to use the same random variables with a certain probability. In the context of our queueing model, we suppose that $b_i$ are distributed with cdf $G_b(x)$ and that the $r_i = b_i$ with probability $p$ and the $r_i$ random variables are independent of $b_i$, although with possibly a different distribution, with probability $(1 - p)$. This yields the following joint cdf for $(b_i, r_i)$

\[
G(x, y) = P(b_i \leq x, r_i \leq y) = P(b_i \leq x, r_i \leq y| b_i \perp r_i) \cdot P(b_i \perp r_i) + P(b_i \leq x, r_i \leq y| b_i = r_i) \cdot P(b_i = r_i)
\]

This also implies that the sum of the partial derivatives of the joint distribution around zero is equal to

\[
G_x(0, 0) + G_y(0, 0) = p \cdot G'_b(0).
\]

This method of repeating the same random variables is not very useful if the balking and reneging distributions are not identical. However, the method is very easy to implement and yields a simple formula for the joint distribution at zero. Under this setting we have that state dependent drift parameter is equal to

\[
\gamma = (2 - p) \cdot G'_b(0).
\]

3.2 Randomly Repeated and Scaled Random Variables

We have already seen that one way to model dependence between random variables is to use the same random variables with a certain probability. However, it is the case that the distribution might be a scaled version of the other random variable. In the context of our queueing model, we suppose that $b_i$ are distributed with cdf $G_b(x)$ and that the $r_i = m \cdot b_i$ with probability $p$ and the $r_i$ random variables are independent of $b_i$, although with possibly a different distribution, with probability $(1 - p)$. This yields the following joint cdf for $(b_i, r_i)$

\[
G(x, y) = P(b_i \leq x, r_i \leq y \cdot m) = P(b_i \leq x, r_i \leq y \cdot m| b_i \perp r_i) \cdot P(b_i \perp r_i) + P(b_i \leq x, r_i \leq y \cdot m| b_i = r_i) \cdot P(b_i = r_i)
\]

This also implies that the sum of the partial derivatives of the joint distribution around zero is equal to

\[
G_x(0, 0) + G_y(0, 0) - G'_b(0) \cdot \{x < y \cdot m\} + m \cdot p \cdot G'_b(0) \cdot \{x \geq y \cdot m\}.
\]
3.3 Marshall Olkin Bivariate Exponential

Another method that is quite simple to implement is the method developed by Marshall and Olkin in [21]. This method generates correlated bivariate \((n = 2)\) exponential random variables according to the specified parameters. The construction of this bivariate distribution is as follows. Suppose that we are analyzing a two-component system where the lifetimes of the components are denoted by \(X_1\) and \(X_2\). Let \(\lambda_1\) and \(\lambda_2\) be the rates of the Poisson processes governing the occurrence of shocks in the first and second components respectively. Furthermore, let \(\lambda_3\) represent the rate of shocks that affect both components simultaneously. Then the marginals are exponentially distributed with combined rates to account for both types of shocks, or \(X_i \sim \text{Exp}(\lambda_1 + \lambda_3)\). To simplify the notation throughout the this section, write \(\lambda = \lambda_1 + \lambda_2 + \lambda_3\). One way to simulate this bivariate distribution is to use the following procedure, which is also outlined in [11].

- Simulate \(l = 3\) independent random variates \(v_1, v_2, v_3\) from Uniform(0, 1).
- Set \(X_i = \min_{1 \leq k \leq 3, i \in s_k, \lambda_k \neq 0} (−\ln v_i / \lambda_k), i = 1, 2\), where \(s_k \in S\), the set of nonempty subsets of \(\{1, 2\}\). Specifically, since \(n = 2\) we have

\[
X_1 = \min \left(−\ln \left(\frac{v_1}{\lambda_1}\right), −\ln \left(\frac{v_3}{\lambda_3}\right)\right)
\]

\[
X_2 = \min \left(−\ln \left(\frac{v_2}{\lambda_2}\right), −\ln \left(\frac{v_3}{\lambda_3}\right)\right)
\]

As one can see, the random variables \(X_1\) and \(X_2\) are coupled through the joint shocks. It also follows that the joint and marginal densities of \(X_1\) and \(X_2\) are as follows

\[
G^b(x) = 1 - \exp\left(-\left(\lambda_1 + \lambda_3\right) \cdot x\right) \quad (3.14)
\]

\[
G^r(y) = 1 - \exp\left(-\left(\lambda_2 + \lambda_3\right) \cdot y\right) \quad (3.15)
\]

\[
\mathcal{G}(x, y) = \exp\left(-\left(\lambda_1 + \lambda_3\right) \cdot x\right) \cdot \exp\left(-\left(\lambda_2 + \lambda_3\right) \cdot y\right) \cdot \exp\left(\lambda_3 \cdot \min(x, y)\right) \quad (3.16)
\]

\[
= \mathcal{G}^b(x) \cdot \mathcal{G}^r(y) \cdot \exp\left(\lambda_3 \cdot \min(x, y)\right) \quad (3.17)
\]

\[
= 1 - G^b(x) - G^r(y) + G(x, y) \quad (3.18)
\]

\[
\mathcal{G}_x(x, y) = \left(\lambda_1 + \lambda_3\right) \cdot \lambda_3 \cdot \mathcal{G}^b(x) \cdot \mathcal{G}^r(y) \cdot \exp\left(\lambda_3 \cdot x\right) \cdot 1\{x < y\} \quad (3.19)
\]

\[
+ \left(\lambda_1 + \lambda_3\right) \cdot \mathcal{G}^b(x) \cdot \mathcal{G}^r(y) \cdot \exp\left(\lambda_3 \cdot y\right) \cdot 1\{y < x\} \quad (3.20)
\]

\[
\mathcal{G}_y(x, y) = \left(\lambda_2 + \lambda_3\right) \cdot \lambda_3 \cdot \mathcal{G}^b(x) \cdot \mathcal{G}^r(y) \cdot \exp\left(\lambda_3 \cdot x\right) \cdot 1\{x < y\} \quad (3.21)
\]

\[
+ \left(\lambda_2 + \lambda_3\right) \cdot \mathcal{G}^b(x) \cdot \mathcal{G}^r(y) \cdot \exp\left(\lambda_3 \cdot y\right) \cdot 1\{y < x\} \quad (3.22)
\]

The joint distribution also implies that random variables \(X_1\) and \(X_2\) have the following moments and correlation

\[
E[X_1] = \frac{1}{\lambda_1 + \lambda_3} \quad (3.24)
\]

\[
E[X_2] = \frac{1}{\lambda_2 + \lambda_3} \quad (3.25)
\]

\[
\text{Var}[X_1] = \frac{1}{(\lambda_1 + \lambda_3)^2} \quad (3.26)
\]

\[
\text{Var}[X_2] = \frac{1}{(\lambda_2 + \lambda_3)^2} \quad (3.27)
\]

\[
\rho = \frac{\lambda_3}{\lambda_1 + \lambda_2 + \lambda_3} = \frac{\lambda_3}{\lambda} \quad (3.28)
\]

In terms of computing important performance measures of the queueing process we also need to know the behavior of the joint distribution near the origin. Thus, we compute the following derivatives near the origin.
\[ G_x(0, 0) = \begin{cases} \lambda_1 & \text{if } x < y \\ \lambda_1 + \lambda_3 & \text{if } x > y \\ \lambda_1 + \lambda_2 + \lambda_3 & \text{if } x = y \end{cases} \]

\[ G_y(0, 0) = \begin{cases} \lambda_2 + \lambda_3 & \text{if } x < y \\ \lambda_2 & \text{if } x > y \\ \lambda_1 + \lambda_2 + \lambda_3 & \text{if } x = y \end{cases} \]

\[ G_x(0, 0) + G_y(0, 0) = \begin{cases} \lambda_1 + \lambda_2 + \lambda_3 & \text{if } x < y \\ \lambda_1 + \lambda_2 + \lambda_3 & \text{if } x > y \\ \lambda_1 + \lambda_2 + \lambda_3 & \text{if } x = y \end{cases} \]

This implies that for the Marshall-Olkin joint distribution, the parameter \( \gamma \) is equal to

\[ \gamma = G_x'(0) + G_y'(0) - (G_x(0, 0) + G_y(0, 0)) = \lambda_1 + \lambda_2 + \lambda_3 = \bar{\lambda}. \]

Now that we have a better understanding of the joint distribution near zero, we can use this knowledge later to compute an approximate distribution of the queue length and workload processes.

### 3.4 Kibble’s Bivariate Gamma

Another distribution that generalizes the Marshall-Olkin bivariate exponential distribution is the Kibble bivariate gamma distribution. Kibble’s method for generating a bivariate gamma distribution with correlation \( 0 < \rho < 1 \) is based on the well-known relationship between the chi-squared and normal distributions. In general, the sum of the square of \( n \) independent standard normal random variables \( X_1, ..., X_n \sim N(0, 1) \) has a chi-square distribution with \( n \) degrees of freedom i.e.

\[ Z := \sum_{i=1}^{n} X_i^2 \sim \chi^2(n) \quad (3.29) \]

Furthermore the chi-squared distribution is a special case of the gamma distribution, such that \( X \sim \Gamma \left( \frac{n}{2}, 2 \right) \).

The procedure for generating instances of bivariate gamma random variables is outlined in \([2, 24]\) and can be easily implemented in any numerical software package. We outline the procedure below.

- Generate \( n \) i.i.d. random samples \( (X_1, Y_1), ..., (X_n, Y_n) \) from a bivariate normal with \( \mu = 0 \), correlation \( \rho_0 \), and

\[ \Sigma = \begin{pmatrix} \sigma_1^2 & \rho_0 \sigma_1 \sigma_2 \\ \rho_0 \sigma_1 \sigma_2 & \sigma_2^2 \end{pmatrix} \]

- Let \( X := \frac{1}{2\sigma_1^2} \sum_{i=1}^{n} X_i^2 \) and \( Y := \frac{1}{2\sigma_2^2} \sum_{i=1}^{n} Y_i^2 \).

- Repeat the previous two steps \( N \) times. The resulting \( X \) and \( Y \) vectors are Kibble’s bivariate gamma with \( \rho = \rho_0 \) with shape \( \alpha = \frac{n}{2} \).

The joint probability density function for \( (X, Y) \) is

\[ h(x, y) = \frac{1}{(1 - \rho) \Gamma(\alpha)} \left( \frac{xy}{\rho} \right)^{\alpha - 1} \exp \left( -\frac{x + y}{1 - \rho} \right) I_{\alpha - 1} \left( \frac{2\sqrt{xy}}{1 - \rho} \right) \quad (3.30) \]
where \( x, y \geq 0, 0 \leq \rho < 1 \), \( \Gamma(\cdot) \) is the gamma function, and \( I_\nu(\cdot) \) is the modified Bessel function of the first kind and order \( \nu \). Given the joint distribution, we can also calculate the moments to find the mean, variance, and correlation of the random variables i.e.

\[
E[X] = E[Y] = \text{Var}[X] = \text{Var}[Y] = \alpha
\]

and

\[
\text{Corr}[X, Y] = \rho^2 = \rho
\]

### 3.5 The NORTA Method

The last method of generating bivariate sequences of random variables is the Normal to Anything (NORTA) method. This method was introduced by [5] and allows us to transform vectors of independent identically distributed i.i.d random variables into vectors with arbitrary marginal distributions and specific correlations. The idea is to first, generate a \( k \)-dimensional, standard multivariate normal vector \( \mathbf{Z} = (Z_1, Z_2, ..., Z_k)' \) with correlation matrix \( \Sigma_Z \). Let \( \Phi \) be the univariate standard normal cumulative distribution function (cdf) and \( F^{-1}_{X_i} \equiv \inf\{x : F_{X_i}(x) \geq u\} \) denote the inverse cdf of the desired marginal distribution of \( X_i \). Then, the NORTA vector \( \mathbf{X} \) can be expressed as

\[
\mathbf{X} = \begin{pmatrix}
F^{-1}_{X_1}(\Phi(Z_1)) \\
F^{-1}_{X_2}(\Phi(Z_2)) \\
\vdots \\
F^{-1}_{X_k}(\Phi(Z_k))
\end{pmatrix}
\]

\( \mathbf{X} \) is a random vector with \( \text{Corr}[\mathbf{X}] = \Sigma_Z \) where \( X_i \sim F_{X_i}, i = 1, 2, ..., k \) where each \( F_{X_i} \) is an arbitrary cdf. Although the NORTA method works for arbitrary dimensions we will only consider two dimensions in this work. The major advantage of the method is that this method is very simple to implement on a computer and can be used to construct sequences of arbitrary random variables. Moreover, some distributions like the uniform and log-normal distributions have explicit correlations that are well known, see for example [5]. Although we have explicit values for the subsequent correlation for some random variables using the NORTA method, the main disadvantage of this method is that it is almost impossible to calculate the density near origin. We will see that the correlation is not as important in determining the stochastic behavior of the queueing process as the joint density of the balking and reneging distributions. The joint density near the origin is useful for our performance measure calculations, however, is unavailable in closed form using the NORTA method. Before we present the simulation results for dependent balking and reneging distributions, we will prove the main results of the paper, a heavy traffic limit theorem for the distribution of the queue length and workload processes.

### 4 Heavy Traffic Scaling and Limit Theorems

In this section, we prove the main result of the paper, a heavy traffic limit theorem. This heavy traffic limit theorem serves to approximate the queueing and workload processes of an unobservable queue with dependence between balking and reneging distributions. To derive this heavy traffic limit theorem, we need to appropriately scale the queueing and workload processes. To this end, we consider a sequence of queueing systems, indexed by scaling parameter \( n \). The arrival and service rates of the \( n^{th} \) system are given by \( \lambda^n \) and \( \mu^n \). Moreover, Equations (2.3)–(2.11) have straightforward analogues with the \( \lambda \) and \( \mu \) replaced by \( \lambda^n \) and \( \mu^n \), respectively. It is important to notice that the balking and reneging rates are not scaled with the parameter \( n \). Thus, for each \( t \geq 0 \), we have that

\[
Q^n(t) = A^n(t) - B^n(t) - R^n(t) - S^n(T^n(t)),
\]

\[
A^n(t) = \sup \left\{ j \geq 0 : \sum_{i=1}^{j} u_i / \lambda^n \leq t \right\},
\]

\[9\]
can even further decompose the diffusion-scaled queue length processes for each assessment of the service quality as demand increases.
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where, \( \tilde{Q}^n = \{Q^n(t), t \geq 0\}, A^n = \{A^n(t), t \geq 0\}, B^n = \{B^n(t), t \geq 0\}, 
\]

The associated scaled processes are \( Q^n = \{Q^n(t), t \geq 0\}, A^n = \{A^n(t), t \geq 0\}, B^n = \{B^n(t), t \geq 0\}, 
\]

\( R^n = \{R^n(t), t \geq 0\}, S^n = \{S^n(t), t \geq 0\}, T^n = \{T^n(t), t \geq 0\}, I^n = \{I^n(t), t \geq 0\}, \) and \( W^n = \{W^n(t), t \geq 0\}. \) Now we define the diffusion scaled queue length process \( \tilde{Q}^n = \{Q^n(t), t \geq 0\} \) and the diffusion scaled workload process \( \tilde{W}^n = \{W^n(t), t \geq 0\}, \) where for each \( t \geq 0, \)

\[ \tilde{Q}^n(t) = \frac{Q^n(t)}{\sqrt{n}} \quad \text{ and } \quad \tilde{W}^n(t) = \sqrt{n}W^n(t). \]

In addition to not scaling the balking and reneging rates, one should note that we do not scale time since the arrival rates and service rates are already proportional to \( n. \) The main reason for not scaling the balking and abandonment times is that the demand for service may change and subsequently the service speed must adjust accordingly; however, customers will maintain the same willingness to wait and will not change their assessment of the service quality as demand increases.

### 4.1 Decomposition of Queue Length Process

Now that we have a complete representation of the queue length process in terms of its primitive parts, we can even further decompose the diffusion-scaled queue length processes for each \( t \geq 0 \) into more convenient probabilistic quantities i.e.

\[ \tilde{Q}^n(t) = \tilde{Q}^n(0) + \tilde{A}^n(t) - \tilde{M}^n(\tilde{A}^n(t)) - \tilde{M}^n_\bar{\rho}(\tilde{A}^n(t)) - \tilde{\mathcal{E}}^n_\bar{\rho}(t) - \tilde{\mathcal{E}}^n_\bar{\rho}(t) - \tilde{S}^n(T^n(t)) \]

\[ - \gamma \int_0^t \tilde{Q}^n(s)ds + \frac{(\lambda^n - \mu^n)}{\sqrt{n}} t + \tilde{Y}^n(t), \]

where, \( \tilde{Q}^n(0) = 0 \) is the scaled initial queue length and, for each \( t \geq 0, \)

\[ \tilde{A}^n(t) = \frac{1}{\sqrt{n}} (A^n(t) - \lambda^n t), \]

\[ \tilde{A}^n(t) = \frac{1}{n} A^n(t), \]

\[ \tilde{M}^n_\bar{\rho}(t) = \frac{1}{\sqrt{n}} \sum_{i=1}^{[nt]} \left(1(b_i \leq Q^n(t^n_i -)/\mu^n) - G_\delta(\sqrt{n}\tilde{Q}^n(t^n_i -)/\mu^n)\right), \]
\[ M_n(t) = 1 - \frac{1}{\sqrt{n}} \sum_{i=1}^{\lfloor nt \rfloor} \left( 1(r_i \leq Q^n(t_i^n) - \mu^n) - G_r(\sqrt{n}Q^n(t_i^n) - \mu^n) \right) \] (4.12)
\[ - \frac{1}{\sqrt{n}} \sum_{i=1}^{\lfloor nt \rfloor} \left( 1(b_i \leq Q^n(t_i^n) - \mu^n) \cdot 1(r_i \leq Q^n(t_i^n) - \mu^n) - G(\sqrt{n}Q^n(t_i^n) - \mu^n, \sqrt{n}Q^n(t_i^n) - \mu^n) \right) , \]

\[ \varepsilon^n(t) = \left( R^n(t) - \sum_{i=1}^{A^n(t)} \left( 1(r_i \leq Q^n(T_i^n) - \mu^n) - 1(b_i \leq Q^n(t_i^n) - \mu^n) \cdot 1(r_i \leq Q^n(t_i^n) - \mu^n) \right) \right) . \] (4.13)

\[ S^n(t) = \sup \left\{ k \geq 0 : \left( 1/\mu^n \right) \sum_{i=1}^{k} \hat{v}^n(i) \leq t \right\} , \] (4.14)

where \( \hat{v}^n(i) \) represents the \( i^{th} \) person to be served by the server i.e.
\[ \hat{v}^n(i) = \frac{v_i}{\mu^n} \cdot 1(b_i > Q^n(t_i^n) - \mu^n) \cdot 1(r_i > W^n(t_i^n)) . \] (4.15)

Moreover, we have that
\[ \tilde{\delta}_q^n(t) = \frac{1}{\sqrt{n}} \sum_{i=1}^{A^n(t)} \left( G_b(\sqrt{n}Q^n(t_i^n) - \mu^n) + G_r(\sqrt{n}Q^n(t_i^n) - \mu^n) \right) \] (4.16)
\[ - \frac{1}{\sqrt{n}} \sum_{i=1}^{A^n(t)} G(\sqrt{n}Q^n(t_i^n) - \mu^n, \sqrt{n}Q^n(t_i^n) - \mu^n) - \gamma \int_0^t \tilde{Q}^n(s) ds , \]
\[ \tilde{S}^n(t) = \frac{1}{\sqrt{n}} (S^n(t) - \mu^n t) , \] (4.17)
\[ \tilde{\varepsilon}_q^n = \frac{1}{\sqrt{n}} \varepsilon^n(t) , \] (4.18)

and
\[ \tilde{Y}^n(t) = \left( \frac{\mu^n}{\sqrt{n}} \right) \tilde{r}^n(t) = \left( \frac{\mu^n}{\sqrt{n}} \right) I^n(t) . \] (4.19)

We refer to \( \hat{A}^n = \{ \hat{A}^n(t), t \geq 0 \} \) as the diffusion-scaled arrival process and to \( \tilde{A}^n = \{ \tilde{A}^n(t), t \geq 0 \} \) as its fluid-scaled analog. The reader may notice that the process \( \tilde{\delta}_q^n = \{ \tilde{\delta}_q^n(t), t \geq 0 \} \) has what looks like an instantaneous drift that is proportionate to the value of the scaled queue length process. The remaining processes are centered and diffusion scaled versions of their original analogs: \( M^n_b = \{ M^n_b(t), t \geq 0 \} , \ M^n_r = \{ M^n_r(t), t \geq 0 \} , \ \tilde{S}^n = \{ \tilde{S}^n(t), t \geq 0 \} , \ \tilde{\varepsilon}_q^n = \{ \tilde{\varepsilon}_q^n(t), t \geq 0 \} , \) and \( \tilde{Y}^n = \{ \tilde{Y}^n(t), t \geq 0 \} . \) In fact, \( M^n_b \) and \( M^n_r \) are martingales under an appropriate filtration.

### 4.2 Heavy Traffic Setup and Limit Theorem

In order to prove a heavy traffic limit theorem, suppose that for our sequence of systems indexed by \( n \), that arrival and service rates are order \( n \) quantities and are asymptotically identical; that is, as \( n \to \infty \),
\[ \lambda^n/n \to \mu \quad \text{and} \quad \mu^n/n \to \mu . \] (4.20)

We also assume that the difference between the arrival and service rates should be an order \( \sqrt{n} \) quantity such that as \( n \to \infty \),
\[ (\lambda^n - \mu^n)/\sqrt{n} = \beta^n \to \beta \in (-\infty, \infty) . \] (4.21)
One can refer to (4.20)-(4.21) as the heavy traffic conditions. The heavy traffic conditions also imply that

\[ \frac{\lambda^n}{\mu^n} \to 1, \]  

as \( n \to \infty \). Moreover, we assume that the random variables associated with balking and abandonment are unaffected by the change in the index \( n \). We also define

\[ \sigma \equiv \mu \sqrt{\sigma_a^2 + \sigma_s^2} \]  

the standard deviation associated with the arrival and service times. Lastly, define \( B = \{ B(t), t \geq 0 \} \) as a Brownian motion with no drift and an infinitesimal variance of 1. Fortunately, we are aided by the framework developed in [28], which provides a theoretical justification for the queue length and workload process representations i.e (4.6) and (4.8).

\begin{align*}
(\tilde{Q}^n, \tilde{Y}^n) &= (\Phi_\gamma, \Psi_\gamma)(\tilde{X}_q^n), \\
\text{where } (\Phi_\gamma, \Psi_\gamma) &: D(\mathbb{R}_+, \mathbb{R}) \to D(\mathbb{R}_+, \mathbb{R}_+) \text{ is a Lipschitz continuous map, and } \tilde{X}_q^n = \{\tilde{X}_q^n(t), t \geq 0\} \text{ for each } t \geq 0
\end{align*}

\[ \tilde{X}_q^n(t) = \tilde{A}^n(t) - \tilde{M}_b^n(\tilde{A}^n(t)) - \tilde{M}_r^n(\tilde{A}^n(t)) - \tilde{\varepsilon}_q^n(t) - \tilde{\delta}_q^n(t) - \tilde{S}_n^n(T^n(t)) + \left(\frac{\lambda^n - \mu^n}{\sqrt{n}}\right) t. \]  

Since the convergence of the departure process is quite difficult, we will resort to using the workload process for convergence. We will show that the individual parts of \( \tilde{X}_q^n \) will converge to either an asymptotically negligible quantity, a deterministic drift, or a Brownian motion. In fact, \( \tilde{X}_q^n \) converges to

\[ \tilde{X}_q = \beta e + \sigma B. \]  

We now present our main result for the diffusion scaled workload and queue length processes.

**Theorem 4.1.** If

\[ \tilde{Q}^n(0) \Rightarrow 0, \quad \text{as } n \to \infty, \]  

then

\[ (\tilde{Q}^n, \tilde{Y}^n) \Rightarrow (\tilde{Q}, \tilde{Y}), \quad \text{as } n \to \infty, \]  

where \( \tilde{Q} = \Phi_\gamma(\tilde{X}_q), \tilde{Y} = \Psi_\gamma(\tilde{X}_q) \), and together \( \tilde{Q} \) and \( \tilde{Y} \) have the same law as the following stochastic differential equation

\[ d\tilde{Q}(t) = \beta dt - \gamma \cdot \tilde{Q}(t) dt + \sigma dB(t) + d\tilde{Y}(t). \]  

**Proof.** Given our decomposition for the queue length term given in (4.8), we must show convergence for each part of the decomposition in order to prove our limit to the regulated Ornstein-Uhlenbeck process. We begin with the elements of the process \( \tilde{X}_q^n \) (see (4.25)), which we will show converge to either zero, a drift, or a Brownian motion. By Proposition A.8 and the random time change theorem of [3], we have that

\[ \tilde{M}_b^n \circ \tilde{A}^n \to 0 \quad \text{and} \quad \tilde{M}_r^n \circ \tilde{A}^n \to 0 \]  

in probability as \( n \to \infty \). In order to show that reneging is equivalent to balking in the ticket queue, where customers are detected later upon potential service entry, we need to show that

\[ \tilde{\varepsilon}_q^n \to 0, \]  

in probability as \( n \to \infty \). This proved in Proposition A.12. This proposition is also very critical to our analysis because in the ticket queue customers are not recorded as reneging customers until their service would have begun.

We also show in Proposition A.14 that the balking and abandonment processes converge to a restorative drift term i.e.

\[ \tilde{\delta}_q^n \to 0, \]  
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in probability as \( n \to \infty \). Moreover, Proposition A.4 gives the convergence of the centered and scaled arrival and departure processes to scaled Brownian motions. Thus, we can show that

\[
\tilde{S}^n + \tilde{A}^n \to \sigma_sB_s + \sigma_aB_a \overset{D}{=} \sigma B.
\]

Finally, the heavy traffic condition i.e. (4.21) provides the deterministic drift of the queueing process i.e.

\[
\frac{(\lambda^n - \mu^n)}{\sqrt{n}} \to \beta
\]

as \( n \to \infty \). Hence,

\[
\tilde{X}^n \to \tilde{X}.
\]

From (4.30) we have that

\[
(\tilde{Q}^n(0), \tilde{X}^n_q) \Rightarrow (0, \tilde{X}_q), \quad \text{as } n \to \infty,
\]

and hence, by the Continuous Mapping Theorem [3, 28],

\[
(\tilde{Q}^n, \tilde{Y}^n) = (\Phi_{\gamma}, \Psi_{\gamma})(0, \tilde{X}^n_q) \Rightarrow (\Phi_{\gamma}, \Psi_{\gamma})(0, \tilde{X}_q) = (\tilde{Q}, \tilde{Y}), \quad \text{as } n \to \infty.
\]

This concludes the proof. \( \square \)

**Theorem 4.2.** If

\[
\tilde{W}^n(0) \Rightarrow 0, \quad \text{as } n \to \infty,
\]

then

\[
(\tilde{W}^n, \tilde{Y}^n) \Rightarrow (\tilde{Q}/\mu, \tilde{Y}), \quad \text{as } n \to \infty.
\]

**Proof.** Theorem 4.2 Recall that from Theorem 4.1, we have that queue length process converges to a diffusion process given in Equation 4.29. Now by using the state space collapse result of Proposition A.9, we have that asymptotically the scaled workload and scaled queue lengths are scalar multiples of one another and therefore converge together to scalar multiples of the same stochastic diffusion process. Hence (4.31) holds. This concludes the proof. \( \square \)

**Remark.** One thing to note is that the limit theorems do not depend explicitly on the correlation of the balking and reneging random variables. Thus, the correlation is not an important parameter in governing the dynamics of the queue length process. However, the distribution of the queue length and workload processes depend on the joint distribution of the balking and reneging random variables near the origin. The joint distribution near the origin serves to decrease the state dependent drift parameter of the regulated OU process and changes the dynamics of the process significantly.

**Corollary 4.3.** Under the conditions of 4.1 and assuming that the balking and reneging distributions are independent, then the parameter \( \gamma \) of 4.29 can be replaced by \( \gamma_{\text{ind}} \) where

\[
\gamma_{\text{ind}} = G'_b(0) + G'_r(0).
\]

**Proof.** This follows from the fact that the joint density can be written as \( G(x, y) = G_b(x) \cdot G_r(y) \) and each partial derivative is equal to zero when evaluated at the origin since we assume that the balking and reneging distributions have no mass at the origin. \( \square \)

The processes \( \tilde{W}(t) \) and \( \tilde{Q}(t) \) are refered to as reflected Ornstein-Uhlenbeck (ROU) processes. The steady state distribution of \( \tilde{W}(t) \) or \( \tilde{Q}(t) \) is a truncated (at zero) normal variable,

\[
\lim_{t \to \infty} \tilde{Q}(t) = \tilde{Q}(\infty) \overset{D}{=} \text{Truncated Normal} \left( \frac{\beta}{\mu}, \frac{\sigma^2}{2\mu^2}, 0, \infty \right),
\]

and

\[
\lim_{t \to \infty} \tilde{W}(t) = \tilde{W}(\infty) \overset{D}{=} \text{Truncated Normal} \left( \frac{\beta}{\gamma}, \frac{\sigma^2}{2\gamma}, 0, \infty \right),
\]
There is an extensive amount of literature on the ROU process. See for example [29] for a study of the ROU process when the balking and reneging parameters are small. When the balking and reneging parameters are small, the ROU process can be viewed as a perturbation of reflected Brownian motion, which is highly studied in the queueing and applied probability literature. Moreover, if one is interested in computing additional steady state moment approximations of the queue length process such as the skewness and kurtosis, see for example [27]. [27] contains explicit formulas for the cumulant moments of the truncated normal distribution in terms of Hermite polynomials and the hazard rate function of the normal distribution.

4.3 Heavy Traffic Based Approximations for Performance Measures

In this section, we use the main result Theorem 4.1 to approximate various performance measures and quantities of interest for the ticket queue with dependence. We will show how the dependent structure of the balking and reneging random variables impacts various performance measures of the queue length and workload processes.

4.3.1 Moments of Queue Length and Workload Processes

The first performance measures we approximate are the mean and variance of the queue length and workload processes. We use our knowledge of the steady state distribution of the reflected OU process as a proxy for the distribution of the queue length and workload process. With this in mind, we derive the following approximations for the mean and variance of the queue length and workload processes.

\[
E[\tilde{W}(\infty)] = \frac{\beta}{\mu \gamma} + \frac{\sigma}{\mu \sqrt{2 \gamma}} \cdot h\left(-\frac{\beta}{\sigma \sqrt{\gamma}/2}\right),
\]  

and

\[
E[\tilde{Q}(\infty)] = \frac{\beta}{\gamma} + \frac{\sigma}{\sqrt{2 \gamma}} \cdot h\left(-\frac{\beta}{\sigma \sqrt{\gamma}/2}\right).
\]

It is also possible to compute the variance of the workload and queue length processes using the explicit formulas of [27] as

\[
\text{Var}[\tilde{W}(\infty)] = \frac{\sigma^2}{2 \mu^2 \gamma} \cdot \left(1 + \frac{\beta}{\sigma \sqrt{\gamma}/2} \cdot h\left(-\frac{\beta}{\sigma \sqrt{\gamma}/2}\right) - h\left(-\frac{\beta}{\sigma \sqrt{\gamma}/2}\right)^2\right),
\]

and

\[
\text{Var}[\tilde{Q}(\infty)] = \frac{\sigma^2}{2 \gamma} \cdot \left(1 + \frac{\beta}{\sigma \sqrt{\gamma}/2} \cdot h\left(-\frac{\beta}{\sigma \sqrt{\gamma}/2}\right) - h\left(-\frac{\beta}{\sigma \sqrt{\gamma}/2}\right)^2\right).
\]

4.3.2 Fraction of Balking Customers

Now we will show how to use the steady state approximations for the queue length to calculate the fraction of customers that balk from the queue.

\[
\frac{B(t)}{A(t)} = \frac{\sum_{i=1}^{A(t)} 1(b_i < Q(t_i)/\mu)}{A(t)}
\]

\[
\approx \frac{\lambda t \cdot G_b(Q(\infty)/\mu)}{\lambda \cdot t}
\]

\[
\approx \frac{\lambda t \cdot G_b'(0) \cdot E[Q(\infty)]/\mu}{\lambda t}
\]

\[
\approx \frac{G_b'(0) \cdot E[Q(\infty)]}{\lambda}
\]
One subtle point that is worth mentioning is that the dependence between the balking and reneging random variables does not affect the fraction of balking customers directly. It can only be seen through the change in the mean queue length. This lack of a direct impact is because the dependence is somewhat directional and the impact of the dependence is not equally felt by the balking and reneging distributions. This is a result of the ordering of balking and reneging processes in which balking happens first and a customer can only renege if they did not balk initially.

4.3.3 Fraction of Reneging Customers

Now we will show how to use the steady state approximations for the queue length to calculate the fraction of customers that renege from the queue. Since the balking customers actually has an affect on the customers who renege, we expect to see the dependence between balking and reneging take effect.

\[
\frac{R(t)}{A(t)} \approx \frac{\sum_{i=1}^{A(t)} 1(b_i > Q(t_i)/\mu) \cdot 1(r_i < W(t_i))}{A(t)}
\]

(4.44)

\[
\approx \frac{\sum_{i=1}^{A(t)} 1(r_i < Q(t_i)/\mu) - 1(b_i < Q(t_i)/\mu) \cdot 1(r_i < Q(t_i)/\mu)}{A(t)}
\]

(4.45)

\[
\approx \frac{\lambda t \cdot (G_r(Q(\infty)/\mu) - G(Q(\infty)/\mu, Q(\infty)/\mu))}{\lambda}.
\]

(4.46)

\[
\approx \frac{\lambda t \cdot (G'_r(0) - G_x(0, 0) - G_y(0, 0)) \cdot E[Q(\infty)]/\mu}{\lambda}.
\]

(4.47)

\[
\approx \frac{(G'_r(0) - G_x(0, 0) - G_y(0, 0)) \cdot E[Q(\infty)]}{\lambda}.
\]

(4.48)

It is for the reneging customers where we see the dependence structure of the balking and reneging random variables. In fact the dependence structure actually reduces the number of customers that renege from the queue. This is not the case for the balk because of the ordering of balking and reneging. Moreover, one should notice that if the balking and reneging random variables are identical, then the reneging fraction should be near zero. Although the theory predicts a value of zero for reneging if it is identical to the balking random variables, in simulations this reneging fraction will be small, but non-zero. This is because in the limit, we have a state space collapse result, which shows that the normalized queue length and workload processes are identical. However, in reality where \(n\) is finite, the normalized workload and queue length values are not the identical and the number of customers that renege from the queue reflects the difference between the two processes. Furthermore, if the balking and reneging random variables were independent, then we have that

\[
\frac{R(t)}{A(t)} \approx \frac{G'_r(0) \cdot E[Q(\infty)]}{\lambda}.
\]

(4.49)

We can even construct a further refinement of the fraction of reneging customers. This refinement takes into account the fact that the reneging process does not include the customers who balked from the queue. Thus, we have the following refinement for the fraction of reneging customers

\[
\frac{R(t)}{A(t)} \approx \frac{(G'_r(0) - G_x(0, 0) - G_y(0, 0)) \cdot E[Q(\infty)]}{\lambda} \cdot \left(1 - \frac{G'_b(0) \cdot E[Q(\infty)]}{\lambda}\right).
\]

(4.50)

This differs from the original approximation by multiplying the fraction of people who do not balk, which is smaller than one.

4.3.4 Reneging Customers in Queue

Since we are working with ticket queues, it is important to have a good understanding of the customers waiting for service. Not all customers will receive service and it is necessary to know how many customers that are currently in the queue that going to renege from the queue. Given this number, one knows the
we have that the probability that a customer reneges from the queue is $G$ randomly repeated random variables using (uniform, exponential, hyperexponential) distributions, Kibble's $Q$ actual queue length and not the upper bound that can be calculated from the difference of the customer service and the number of arrivals. From our heavy traffic limit theorem it is possible to derive an approximation for this number of reneging customers in queue. If we define the number of customers that have not been cleared and will eventually renge from the queue to be the stochastic process $Z(t)$, then we have the following approximation for the steady state mean of $Z(t)$ i.e. $Z(\infty)$

$$
\mathbb{E}[Z(t)] \approx \frac{1}{2} \mathbb{E}[G_r(W(t))] \cdot \mathbb{E}[Q(t)] 
$$

(4.51)

$$
\approx \frac{1}{2} \mathbb{E}\left[\frac{Q(t)}{\mu}\right] \cdot \mathbb{E}[Q(t)] 
$$

(4.52)

$$
\approx \frac{1}{2} \mathbb{E}\left[G'_r(0) \cdot \frac{Q(t)}{\mu}\right] \cdot \mathbb{E}[Q(t)] 
$$

(4.53)

$$
= \frac{G'_r(0)}{2\mu} \cdot \mathbb{E}[Q(t)]^2 
$$

(4.54)

$$
\approx \frac{G'_r(0)}{2} \cdot \mathbb{E}[\hat{Q}(\infty)]^2. 
$$

(4.55)

This approximation is based on the fact that there are $Q(t)$ customers in the queue at time $t$. Moreover, we have that the probability that a customer reneges from the queue is $G_r(W(t))$ and the workload is proportional to the queue length scaled by the mean service time. Using a simple Taylor expansion, we find that the overestimate of the queue length depends on the second moment of the queue length distribution. The scale factor of one half appears because the customer that we are measuring for can be chosen uniformly from the $Q(t)$ customers that are present in the queue at time $t$. This approximation gives a customer an approximation of how many customers will abandon from the queue and they might be able to adjust their patience accordingly.

5 Numerical results

In this section we provide numerical comparisons of our limit theorems with stochastic simulation. We compare our heavy traffic limit theorems with the following bivariate sequences: bivariate Marshall-Olkin, randomly repeated random variables using (uniform, exponential, hyperexponential) distributions, Kibble's bivariate gamma, and NORTA using (uniform, exponential, lognormal) distributions.

5.1 Bivariate Marshall-Olkin

In this section, we simulate the balking and reneging random variables with the bivariate Marshall-Olkin distribution and compare against our limit theorems see that our limit theorems are quite good at approximating the behavior of the stochastic system. We also see that the performance is better when there is less dependence.

Table 5.1: Simulated Results vs. Heavy Traffic Approximations

| $\rho$ | $\rho'$ | $\beta$ | $G_0(\theta)$ | $G_1(\theta)$ | $Q_0(\theta)$ | $Q_1(\theta)$ | $\sigma$ | $Q_{\text{MC}}$ | $Q_{\text{SC}}$ | $|Q_{\text{MC}} - Q_{\text{SC}}|$ | $|Q_{\text{MC}} - Q_{\text{SC}}|$ | $|Q_{\text{MC}} - Q_{\text{SC}}|$ |
|-------|-------|-------|--------------|--------------|--------------|--------------|-------|--------------|--------------|----------------|----------------|----------------|
| 0 100 | 100 100 | 100 100 | 100 100 | 100 100 | 100 100 | 100 100 | 100 100 | 100 100 | 100 100 | 100 100 | 100 100 | 100 100 |
| 0.25 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 |
| 0.5 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 |
| 0.75 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 |
| 1 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 | 0 100 0 100 |

$\text{Arrivals} = \text{Exp}(\mu + \sqrt{\beta} \cdot \beta)$, $\text{Service} = \text{Exp}(\mu)$
Table 5.2: Simulated Results vs. Heavy Traffic Approximations
(Balking, Reneging) = Exp(θβ), Exp(θr), Marshall-Olkin, $Q_\mu$ for Balking, W for Reneging,
Arrivals = Exp($\mu + \sqrt{\lambda} \cdot \beta$), Service = Exp($\mu$)

<table>
<thead>
<tr>
<th>$p$</th>
<th>$q$</th>
<th>$\lambda$</th>
<th>$G_0(\mu)$</th>
<th>$G_1(\mu)$</th>
<th>$G_2(\mu)$</th>
<th>$G_3(\mu)$</th>
<th>$\beta$</th>
<th>$Q_{\text{mean}}$</th>
<th>$Q_{\text{var}}$</th>
<th>$V_{\text{mean}}$</th>
<th>$V_{\text{var}}$</th>
<th>$W_{\text{mean}}$</th>
<th>$W_{\text{var}}$</th>
<th>$R_{\text{mean}}$</th>
<th>$R_{\text{var}}$</th>
<th>$R_{ \theta \beta}$</th>
<th>$R_{ \beta \beta}$</th>
<th>$R_{ \theta \theta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.25</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.50</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 5.3: Simulated Results vs. Heavy Traffic Approximations
(Balking, Reneging) = Uni(0,1), Randomly Repeated, $Q_\mu$ for Balking, W for Reneging,
Arrivals = Exp($\mu + \sqrt{\lambda} \cdot \beta$), Service = Exp($\mu$)

<table>
<thead>
<tr>
<th>$p$</th>
<th>$q$</th>
<th>$\lambda$</th>
<th>$G_0(\mu)$</th>
<th>$G_1(\mu)$</th>
<th>$G_2(\mu)$</th>
<th>$G_3(\mu)$</th>
<th>$\beta$</th>
<th>$Q_{\text{mean}}$</th>
<th>$Q_{\text{var}}$</th>
<th>$V_{\text{mean}}$</th>
<th>$V_{\text{var}}$</th>
<th>$W_{\text{mean}}$</th>
<th>$W_{\text{var}}$</th>
<th>$R_{\text{mean}}$</th>
<th>$R_{\text{var}}$</th>
<th>$R_{ \theta \beta}$</th>
<th>$R_{ \beta \beta}$</th>
<th>$R_{ \theta \theta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.25</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.50</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 5.4: Simulated Results vs. Heavy Traffic Approximations
(Balking, Reneging) = Uni(0,1), Randomly Repeated, $Q_\mu$ for Balking, W for Reneging,
Arrivals = Exp($\mu + \sqrt{\lambda} \cdot \beta$), Service = Exp($\mu$)

<table>
<thead>
<tr>
<th>$p$</th>
<th>$q$</th>
<th>$\lambda$</th>
<th>$G_0(\mu)$</th>
<th>$G_1(\mu)$</th>
<th>$G_2(\mu)$</th>
<th>$G_3(\mu)$</th>
<th>$\beta$</th>
<th>$Q_{\text{mean}}$</th>
<th>$Q_{\text{var}}$</th>
<th>$V_{\text{mean}}$</th>
<th>$V_{\text{var}}$</th>
<th>$W_{\text{mean}}$</th>
<th>$W_{\text{var}}$</th>
<th>$R_{\text{mean}}$</th>
<th>$R_{\text{var}}$</th>
<th>$R_{ \theta \beta}$</th>
<th>$R_{ \beta \beta}$</th>
<th>$R_{ \theta \theta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.25</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.50</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

5.2 Randomly Repeated Random Variables

In this section, we simulate the bunking and reneging random variables with randomly repeated random variables with (uniform, exponential, hyperexponential) distributions. Like in the previous case, we compare against our limit theorems see that our limit theorems are quite good at approximating the behavior of the stochastic system. We also see that the performance is better when there is less dependence.

5.2.1 Uniform Marginals
### 5.2.2 Exponential Marginals

#### Table 5.5: Simulated Results vs. Heavy Traffic Approximations

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\beta$</th>
<th>$\Delta$</th>
<th>$G_0(\delta)$</th>
<th>$G_2(\delta)$</th>
<th>$G_0(\delta) + G_2(\delta)$</th>
<th>$\sigma$</th>
<th>$Q_{\text{sim}}$</th>
<th>$Q_{\text{ann}}$</th>
<th>$V_{\text{sim}}$</th>
<th>$W_{\text{sim}}$</th>
<th>$W_{\text{ann}}$</th>
<th>$\text{R}_{\text{sim}}$</th>
<th>$\text{R}_{\text{ann}}$</th>
<th>$\text{R}_{\text{sim/ann}}$</th>
<th>$\text{R}_{\text{ann/sim}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.50</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

#### Table 5.6: Simulated Results vs. Heavy Traffic Approximations

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\beta$</th>
<th>$\Delta$</th>
<th>$G_0(\delta)$</th>
<th>$G_2(\delta)$</th>
<th>$G_0(\delta) + G_2(\delta)$</th>
<th>$\sigma$</th>
<th>$Q_{\text{sim}}$</th>
<th>$Q_{\text{ann}}$</th>
<th>$V_{\text{sim}}$</th>
<th>$W_{\text{sim}}$</th>
<th>$W_{\text{ann}}$</th>
<th>$\text{R}_{\text{sim}}$</th>
<th>$\text{R}_{\text{ann}}$</th>
<th>$\text{R}_{\text{sim/ann}}$</th>
<th>$\text{R}_{\text{ann/sim}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.50</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

### 5.2.3 Hyperexponential Marginals

#### Table 5.7: Simulated Results vs. Heavy Traffic Approximations

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\beta$</th>
<th>$\Delta$</th>
<th>$G_0(\delta)$</th>
<th>$G_2(\delta)$</th>
<th>$G_0(\delta) + G_2(\delta)$</th>
<th>$\sigma$</th>
<th>$Q_{\text{sim}}$</th>
<th>$Q_{\text{ann}}$</th>
<th>$V_{\text{sim}}$</th>
<th>$W_{\text{sim}}$</th>
<th>$W_{\text{ann}}$</th>
<th>$\text{R}_{\text{sim}}$</th>
<th>$\text{R}_{\text{ann}}$</th>
<th>$\text{R}_{\text{sim/ann}}$</th>
<th>$\text{R}_{\text{ann/sim}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>0.50</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>
One important thing to notice with the randomly repeated random variables is when the same variable is used with probability 1, then we would expect to have no customers renege from the queue. This is because if the customer did not balk, then they should not renege from the queue since it is the same random variables and the scaled queue length and workload processes are identical in the limit. However, we see some fraction of customers reneging from the queue. This difference between the limit theorem and reality is due to the fact that the workload and the scaled queue length are not identical when the arrival and service rates are finite. In fact the scaled queue length is actually larger than the workload since it contains customers that will eventually renege from the queue. But what is the significance of this difference? It is important to realize that this small difference can have a large impact on the mean and variance of the queue length and explains why some of the mean and variance values are not close to some of the simulated values.

### 5.3 Kibble’s Bivariate Gamma

In this section, we simulate the balking and reneging random variables with Kibble’s bivariate gamma distribution. Unlike in the previous cases, we cannot compare against our limit theorems see that our limit theorems since the sum of the partial derivatives of the joint distribution is equal to zero. Thus, we are unable to compare against our heavy traffic limit theorems and new theory needs to be developed for this case.
Table 5.10: Simulated Results vs. Heavy Traffic Approximations
(Balking, Reneging) = \(\Gamma(\alpha_0, 1), \Gamma(\alpha_r, 1)\), Kibble’s Gamma, \(Q_{\mu}\) for Balking, \(W_{\mu}\) for Reneging,
Arrivals = \(\text{Exp}(\mu + \sqrt{\mu} \cdot \beta)\), Service = \(\text{Exp}(\mu)\)

<table>
<thead>
<tr>
<th>(\rho)</th>
<th>(\mu)</th>
<th>(\beta)</th>
<th>(\lambda)</th>
<th>(Q_{\text{sim}})</th>
<th>(V_{\text{sim}})</th>
<th>(W_{\text{sim}})</th>
<th>(B_{\text{sim}})</th>
<th>(R_{\text{sim}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>0.409 ± 0.094</td>
<td>17.54 ± 0.559</td>
<td>0.0439 ± 0.0009</td>
<td>0.0468 ± 0.0010</td>
<td>0.0460 ± 0.0007</td>
</tr>
<tr>
<td>0.25</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>4.78 ± 0.044</td>
<td>17.57 ± 0.562</td>
<td>0.0446 ± 0.0005</td>
<td>0.0470 ± 0.0006</td>
<td>0.0476 ± 0.0006</td>
</tr>
<tr>
<td>0.5</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>4.92 ± 0.024</td>
<td>18.40 ± 0.260</td>
<td>0.0466 ± 0.0002</td>
<td>0.0492 ± 0.0004</td>
<td>0.0525 ± 0.0005</td>
</tr>
<tr>
<td>0.75</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>5.15 ± 0.033</td>
<td>20.09 ± 0.280</td>
<td>0.0494 ± 0.0005</td>
<td>0.0515 ± 0.0008</td>
<td>0.0520 ± 0.0004</td>
</tr>
<tr>
<td>1</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>5.72 ± 0.089</td>
<td>23.93 ± 0.493</td>
<td>0.0564 ± 0.0005</td>
<td>0.0723 ± 0.0004</td>
<td>0.0876 ± 0.0001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(\rho)</th>
<th>(\mu)</th>
<th>(\beta)</th>
<th>(\lambda)</th>
<th>(Q_{\text{sim}})</th>
<th>(V_{\text{sim}})</th>
<th>(W_{\text{sim}})</th>
<th>(B_{\text{sim}})</th>
<th>(R_{\text{sim}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>6.68 ± 0.100</td>
<td>25.96 ± 0.641</td>
<td>0.0611 ± 0.0010</td>
<td>0.0666 ± 0.0011</td>
<td>0.0647 ± 0.0007</td>
</tr>
<tr>
<td>0.25</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>6.81 ± 0.078</td>
<td>25.76 ± 0.399</td>
<td>0.0599 ± 0.0008</td>
<td>0.0672 ± 0.0009</td>
<td>0.0717 ± 0.0003</td>
</tr>
<tr>
<td>0.5</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>7.17 ± 0.053</td>
<td>28.89 ± 0.499</td>
<td>0.0669 ± 0.0006</td>
<td>0.0728 ± 0.0005</td>
<td>0.0808 ± 0.0001</td>
</tr>
<tr>
<td>0.75</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>7.68 ± 0.089</td>
<td>32.38 ± 0.149</td>
<td>0.0726 ± 0.0009</td>
<td>0.0789 ± 0.0009</td>
<td>0.0839 ± 0.0007</td>
</tr>
<tr>
<td>1</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>8.93 ± 0.051</td>
<td>40.18 ± 0.617</td>
<td>0.0878 ± 0.0006</td>
<td>0.0995 ± 0.0004</td>
<td>0.0927 ± 0.0002</td>
</tr>
</tbody>
</table>

5.4 NORTA

In this section, we simulate the balking and reneging random variables using the NORTA method with several different distributions. We use uniform, exponential, and lognormal distributions to simulate the queuing dynamics. Unlike in the previous cases, we cannot compare against our limit theorems see that our limit theorems since the sum of the partial derivatives of the joint distribution is unknown and cannot be computed in closed form. Thus, we are unable to compare against our heavy traffic limit theorems and new theory needs to be developed for this case as well.

5.4.1 Uniform Marginals

Table 5.11: Simulated Results vs. Heavy Traffic Approximations
(Balking, Reneging) = \(\text{Unif}(0, 1)\), NORTA, \(Q_{\mu}\) for Balking, \(W_{\mu}\) for Reneging,
Arrivals = \(\text{Exp}(\mu + \sqrt{\mu} \cdot \beta)\), Service = \(\text{Exp}(\mu)\)
### 5.4.2 Exponential Marginals

#### Table 5.13: Simulated Results vs. Heavy Traffic Approximations

<table>
<thead>
<tr>
<th>ρ</th>
<th>μ</th>
<th>λ</th>
<th>Q_{sim}</th>
<th>V_{sim}</th>
<th>W_{sim}</th>
<th>R_{sim}</th>
<th>R_{rep}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.10</td>
<td>0.5</td>
<td>9.54</td>
<td>11.76</td>
<td>13.77</td>
<td>0.0376</td>
<td>0.0311</td>
</tr>
<tr>
<td>0.25</td>
<td>0.10</td>
<td>0.5</td>
<td>12.57</td>
<td>12.76</td>
<td>13.96</td>
<td>0.0312</td>
<td>0.0377</td>
</tr>
<tr>
<td>0.5</td>
<td>0.10</td>
<td>0.5</td>
<td>20.86</td>
<td>21.02</td>
<td>22.31</td>
<td>0.0377</td>
<td>0.0402</td>
</tr>
</tbody>
</table>

#### Table 5.14: Simulated Results vs. Heavy Traffic Approximations

<table>
<thead>
<tr>
<th>ρ</th>
<th>μ</th>
<th>λ</th>
<th>Q_{sim}</th>
<th>V_{sim}</th>
<th>W_{sim}</th>
<th>R_{sim}</th>
<th>R_{rep}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.5</td>
<td>0.5</td>
<td>12.09</td>
<td>12.76</td>
<td>13.96</td>
<td>0.0377</td>
<td>0.0311</td>
</tr>
<tr>
<td>0.25</td>
<td>0.5</td>
<td>0.5</td>
<td>20.86</td>
<td>21.02</td>
<td>22.31</td>
<td>0.0377</td>
<td>0.0402</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>20.86</td>
<td>21.02</td>
<td>22.31</td>
<td>0.0377</td>
<td>0.0402</td>
</tr>
</tbody>
</table>

### 5.4.2 Exponential Marginals

#### Table 5.12: Simulated Results vs. Heavy Traffic Approximations

<table>
<thead>
<tr>
<th>ρ</th>
<th>μ</th>
<th>λ</th>
<th>Q_{sim}</th>
<th>V_{sim}</th>
<th>W_{sim}</th>
<th>R_{sim}</th>
<th>R_{rep}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.10</td>
<td>0.5</td>
<td>9.54</td>
<td>11.76</td>
<td>13.77</td>
<td>0.0376</td>
<td>0.0311</td>
</tr>
<tr>
<td>0.25</td>
<td>0.10</td>
<td>0.5</td>
<td>12.57</td>
<td>12.76</td>
<td>13.96</td>
<td>0.0312</td>
<td>0.0377</td>
</tr>
<tr>
<td>0.5</td>
<td>0.10</td>
<td>0.5</td>
<td>20.86</td>
<td>21.02</td>
<td>22.31</td>
<td>0.0377</td>
<td>0.0402</td>
</tr>
</tbody>
</table>

#### Table 5.14: Simulated Results vs. Heavy Traffic Approximations

<table>
<thead>
<tr>
<th>ρ</th>
<th>μ</th>
<th>λ</th>
<th>Q_{sim}</th>
<th>V_{sim}</th>
<th>W_{sim}</th>
<th>R_{sim}</th>
<th>R_{rep}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.5</td>
<td>0.5</td>
<td>12.09</td>
<td>12.76</td>
<td>13.96</td>
<td>0.0377</td>
<td>0.0311</td>
</tr>
<tr>
<td>0.25</td>
<td>0.5</td>
<td>0.5</td>
<td>20.86</td>
<td>21.02</td>
<td>22.31</td>
<td>0.0377</td>
<td>0.0402</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>20.86</td>
<td>21.02</td>
<td>22.31</td>
<td>0.0377</td>
<td>0.0402</td>
</tr>
</tbody>
</table>
5.4.3 Lognormal Marginals

Table 5.15: Simulated Results vs. Heavy Traffic Approximations

(Balking, Reneging) = Logn(μ_b, σ_b), NORTA, \( \frac{Q}{\mu} \) for Balking, W for Reneging,
Arrivals = Exp(\( \mu + \sqrt{\beta} \cdot \lambda \)), Service = Exp(\( \mu \))

<table>
<thead>
<tr>
<th>μ</th>
<th>μ</th>
<th>β</th>
<th>λ</th>
<th>Q_{sim}</th>
<th>V_{sim}</th>
<th>W_{sim}</th>
<th>R_{sim}</th>
<th>R_{sim}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>-0.5</td>
<td>95</td>
<td>3.08 ± 0.023</td>
<td>6.82 ± 0.072</td>
<td>0.0276 ± 0.0002</td>
<td>0.0750 ± 0.0007</td>
<td>0.0556 ± 0.0007</td>
</tr>
<tr>
<td>0.25</td>
<td>100</td>
<td>-0.5</td>
<td>95</td>
<td>3.15 ± 0.020</td>
<td>7.05 ± 0.051</td>
<td>0.0286 ± 0.0002</td>
<td>0.0769 ± 0.0008</td>
<td>0.0486 ± 0.0006</td>
</tr>
<tr>
<td>0.5</td>
<td>100</td>
<td>-0.5</td>
<td>95</td>
<td>3.25 ± 0.012</td>
<td>7.37 ± 0.045</td>
<td>0.0299 ± 0.0001</td>
<td>0.0806 ± 0.0001</td>
<td>0.0415 ± 0.0005</td>
</tr>
<tr>
<td>0.75</td>
<td>100</td>
<td>-0.5</td>
<td>95</td>
<td>3.34 ± 0.021</td>
<td>7.73 ± 0.068</td>
<td>0.0313 ± 0.0002</td>
<td>0.0844 ± 0.0008</td>
<td>0.0326 ± 0.0001</td>
</tr>
<tr>
<td>1</td>
<td>100</td>
<td>-0.5</td>
<td>95</td>
<td>3.50 ± 0.014</td>
<td>8.21 ± 0.015</td>
<td>0.0335 ± 0.0002</td>
<td>0.0899 ± 0.0004</td>
<td>0.0262 ± 0.0001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>μ</th>
<th>μ</th>
<th>β</th>
<th>λ</th>
<th>Q_{sim}</th>
<th>V_{sim}</th>
<th>W_{sim}</th>
<th>R_{sim}</th>
<th>R_{sim}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>0</td>
<td>100</td>
<td>3.42 ± 0.022</td>
<td>7.57 ± 0.076</td>
<td>0.0304 ± 0.0002</td>
<td>0.0964 ± 0.0006</td>
<td>0.0628 ± 0.0007</td>
</tr>
<tr>
<td>0.25</td>
<td>100</td>
<td>0</td>
<td>100</td>
<td>3.51 ± 0.021</td>
<td>7.88 ± 0.034</td>
<td>0.0316 ± 0.0002</td>
<td>0.0984 ± 0.0008</td>
<td>0.0540 ± 0.0006</td>
</tr>
<tr>
<td>0.5</td>
<td>100</td>
<td>0</td>
<td>100</td>
<td>3.64 ± 0.016</td>
<td>8.25 ± 0.044</td>
<td>0.0332 ± 0.0002</td>
<td>0.1039 ± 0.0001</td>
<td>0.0478 ± 0.0004</td>
</tr>
<tr>
<td>0.75</td>
<td>100</td>
<td>0</td>
<td>100</td>
<td>3.76 ± 0.024</td>
<td>8.70 ± 0.069</td>
<td>0.0350 ± 0.0002</td>
<td>0.1096 ± 0.0001</td>
<td>0.0399 ± 0.0001</td>
</tr>
<tr>
<td>1</td>
<td>100</td>
<td>0</td>
<td>100</td>
<td>3.96 ± 0.014</td>
<td>9.29 ± 0.033</td>
<td>0.0378 ± 0.0002</td>
<td>0.1062 ± 0.0004</td>
<td>0.0216 ± 0.0001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>μ</th>
<th>μ</th>
<th>β</th>
<th>λ</th>
<th>Q_{sim}</th>
<th>V_{sim}</th>
<th>W_{sim}</th>
<th>R_{sim}</th>
<th>R_{sim}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>100</td>
<td>0.5</td>
<td>105</td>
<td>3.70 ± 0.028</td>
<td>8.32 ± 0.065</td>
<td>0.0332 ± 0.0002</td>
<td>0.0989 ± 0.0007</td>
<td>0.0685 ± 0.0005</td>
</tr>
<tr>
<td>0.25</td>
<td>100</td>
<td>0.5</td>
<td>105</td>
<td>3.89 ± 0.023</td>
<td>8.71 ± 0.046</td>
<td>0.0348 ± 0.0003</td>
<td>0.1028 ± 0.0008</td>
<td>0.0595 ± 0.0006</td>
</tr>
<tr>
<td>0.5</td>
<td>100</td>
<td>0.5</td>
<td>105</td>
<td>4.05 ± 0.014</td>
<td>9.14 ± 0.039</td>
<td>0.0369 ± 0.0003</td>
<td>0.1066 ± 0.0004</td>
<td>0.0503 ± 0.0004</td>
</tr>
<tr>
<td>0.75</td>
<td>100</td>
<td>0.5</td>
<td>105</td>
<td>4.21 ± 0.024</td>
<td>9.67 ± 0.082</td>
<td>0.0390 ± 0.0003</td>
<td>0.1144 ± 0.0012</td>
<td>0.0391 ± 0.0003</td>
</tr>
<tr>
<td>1</td>
<td>100</td>
<td>0.5</td>
<td>105</td>
<td>4.45 ± 0.018</td>
<td>10.35 ± 0.036</td>
<td>0.0424 ± 0.0002</td>
<td>0.1237 ± 0.0006</td>
<td>0.0229 ± 0.0003</td>
</tr>
</tbody>
</table>

6 Conclusions and Extensions

In this paper, we analyze the dynamics of a critically loaded single server unobservable queue where customers can either balk because the line is too long or abandon from the queue if their wait is too excessive. In a ticket queue, a reneging customer is only detected when their hypothetical service time would have begun. One important feature is that the distribution of balking and reneging random variables are dependent. This is realistic since when a customer joins a long line, they would naturally be more likely to wait longer, which creates a positive dependence that needs to be studied.

In order to develop approximations for the unobservable queue with dependent balking and reneging random variables, we prove a heavy traffic limit theorem for the diffusion scaled queue length and workload processes. Our main result illustrates that the unobservable queue with dependent balking and reneging random variables can be approximated with a reflected Ornstein-Uhlenbeck process, which has a steady state distribution that is given by a truncated normal distribution. What makes the dependent case different from the independent case is that the joint distribution near the origin shifts the restorative drift of the regulated OU process causing less customers to renge from the queue and increasing the number of customers in the queue.

To assess the accuracy of our approximations, we appeal to simulation. By performing extensive simulation studies, we find that in a broad range of parameter and distributional settings, our approximations based
on the steady state distribution are very accurate. One extension of our work is to prove an interchange of limits for the steady state queue length. This would provide even further evidence and support for our steady state approximations. Moreover, it is also worth considering an even more realistic situation where customers wander and return (possibly late) for service. We will consider these extensions in future work.

A Appendix

A.1 Preliminary and Standard Results

Lemma A.1. Let \( \{X_i, i \geq 1\} \) be an i.i.d sequence of random variables with finite variance \( \sigma^2 \). Then for each \( T \geq 0 \),

\[
\lim_{n \to \infty} E\left[ \sup_{i=1,\ldots,nT} \frac{|X_i|}{\sqrt{n}} \right] \to 0 \tag{A.1}
\]

Proof. See Jennings and Reed [18].

Lemma A.2. (i) For any \( t \geq 0 \),

\[
\lim_{n \to \infty} \mathbb{P}\left( A^n(t) > 2\lambda nt \right) = 0.
\]

(ii) For any \( \varepsilon, K, t \geq 0 \),

\[
\lim_{n \to \infty} \mathbb{P}\left( \sup_{i \leq Knt} v^n(i) > \frac{\varepsilon}{\sqrt{n}} \right) = 0.
\]

(iii) For any \( \varepsilon \) and \( t > 0 \),

\[
\lim_{n \to \infty} \mathbb{P}\left( \sup_{s \leq t, |\bar{A}^n(s) - \mu s| > \varepsilon} \right) = 0.
\]

(iv) For any \( \varepsilon \) and \( t > 0 \),

\[
\lim_{n \to \infty} \mathbb{P}\left( \sup_{s \leq t} \left| \sum_{i=1}^{A^n(s)} v^n(i) - s \right| > \varepsilon \right) = 0.
\]

(v) For any \( \varepsilon \) and \( t > 0 \), there exists a \( \delta > 0 \) such that

\[
\lim_{n \to \infty} \mathbb{P}\left( \sup_{u < v \leq t, v - u < \delta} \left| \sum_{i=A^n(u)+1}^{A^n(v)} v^n(i) - (v - u) \right| > \frac{\varepsilon}{\sqrt{n}} \right) = 0.
\]

(vi) For any \( \delta, \eta, t \) and \( K > 0 \) we have that

\[
\lim_{n \to \infty} \sup_{s \in [0,t]} \mathbb{P}\left( \max_{s \in [0,t]} A^n(s + K/\sqrt{n}) - A(s) > \lambda(K + \delta) \sqrt{n} \right) < \eta.
\]

Proof. See Appendix of [17].

Lemma A.3. For any \( \varepsilon, \eta > 0 \) we have that

\[
\lim_{n \to \infty} \mathbb{P}\left( \sup_{s \in [0,t]} \sum_{i=A^n((s-\delta)+)}^{A^n(s)} 1(r_i \leq K/\sqrt{n}) > \sqrt{n\varepsilon} \right) < \eta
\]

and

\[
\lim_{n \to \infty} \mathbb{P}\left( \sup_{s \in [0,t]} \sum_{i=A^n((s-\delta)+)}^{A^n(s)} 1(b_i \leq K/\sqrt{n}) : 1(r_i \leq K/\sqrt{n}) > \sqrt{n\varepsilon} \right) < \eta
\]
Let $B_a$ and $B_s$ be independent, standard Brownian motions; i.e., $B_a(0) = B_s(0) = 0$ and the processes have zero drift and unitary infinitesimal variance. The diffusion scaled arrival processes and service completion processes converge to scaled versions of these Brownian motions. These are standard results in the queueing literature, see, for example, [17, 18]

**Proposition A.4.** Under the assumptions of Theorem 4.1,

$$\tilde{A}^n \Rightarrow \mu \sigma_a B_a \quad \text{and} \quad \tilde{S}^n \Rightarrow \mu \sigma_s B_s$$

as $n \to \infty$.

The following lemmas, which besides Lemma A.6, are provided without proof, use the fact that the derivatives of the balking and abandonment distributions exist at zero; see (2.2). The first lemma is used throughout this section and follows from a straightforward application of Taylor’s Expansion.

**Lemma A.5.** For any $K > 0$,

$$\frac{G_b(K/\sqrt{n})}{K/\sqrt{n}} + \frac{G_r(K/\sqrt{n})}{K/\sqrt{n}} - \frac{G(K/\sqrt{n}, K/\sqrt{n})}{K/\sqrt{n}} < 2\gamma$$

for sufficiently large $n$.

The second lemma is similar.

**Lemma A.6.** For any $\delta, K > 0$,

$$\sup_{s \in [0,K]} \left( \frac{G_b\left(\frac{s+\delta}{\sqrt{n}}\right) - G_b\left(\frac{s}{\sqrt{n}}\right) + G_r\left(\frac{s+\delta}{\sqrt{n}}\right) - G_r\left(\frac{s}{\sqrt{n}}\right) + G\left(\frac{s+\delta}{\sqrt{n}}, \frac{s+\delta}{\sqrt{n}}\right) - G\left(\frac{s}{\sqrt{n}}, \frac{s}{\sqrt{n}}\right)}{\delta/\sqrt{n}} \right) < 2\gamma$$

for sufficiently large $n$.

### A.2 Asymptotic Boundedness

We argue first that the scaled queue length processes and the workload processes are asymptotically bounded.

**Lemma A.7.** Under (4.30), we have that for any $t, \eta > 0$ there exists a $K = K(\eta) > 0$ such that,

$$\limsup_{n \to \infty} \mathbb{P} \left( \sup_{s \in [0,t]} \left| \tilde{Q}^n(s) \right| > K \right) < \eta$$  \hspace{1cm} (A.2)

and

$$\limsup_{n \to \infty} \mathbb{P} \left( \sup_{s \in [0,t]} \left| \tilde{W}^n(s) \right| > K \right) < \eta.$$  \hspace{1cm} (A.3)

**Proof.** The proof is identical to that in [17].

Lemma A.7 emphasizes the orders of magnitude of the queueing and workload processes. Namely, the queue lengths weighted by the processing time $1/\mu^n$ and workload processes converge to zero at rate $1/\sqrt{n}$. This lemma will be used frequently in conjunction with the balking and abandonment distributions to place bounds on abandonment and balking frequencies.

So far our propositions have been able to replace the queueing and workload processes with upper bounds early in the proofs. For the following result, where we show that the centered and scaled balking and approximate abandonment processes converge to zero, such substitutions cannot be made immediately.

**Proposition A.8.** Centered balking and reneging processes are negligible. Under the assumptions of Theorem 4.1, and any $\varepsilon, \eta, t > 0$,

$$\limsup_{n \to \infty} \mathbb{P} \left( \sup_{s \in [0,t]} \left| \tilde{M}^n_a(s) \right| > \varepsilon \right) < \eta$$  \hspace{1cm} (A.4)

and

$$\limsup_{n \to \infty} \mathbb{P} \left( \sup_{s \in [0,t]} \left| \tilde{M}^n_r(s) \right| > \varepsilon \right) < \eta.$$  \hspace{1cm} (A.5)
Proof. In order to prove this result, one needs to use Kolmogorov’s inequality and Burkholder’s inequality like in Proposition 5.6 in [17]. We omit the details since they are roughly identical to that proof.

The implications here are that the balking and reneging random variables can be replaced with their respective distribution functions.

A.3 State Space Collapse

The purpose of this section to show the relationship between the queue length and the workload process. The asymptotic boundedness shown in Lemma A.7 shows that the queue length is of the order $\sqrt{n}$. In queueing a model where no customers can balk or abandon, this fact, via the weak law of large numbers, is clearly sufficient to draw a linear relationship between the queue length and the workload of the form $Q/\mu \approx W$. We will also show this relationship even though we have balking, abandonment, and clearing times in our unobservable queue. The main ingredient in showing this linear relationship is that the number of jobs in queue who do not contribute to the workload is negligible with respect to $\sqrt{n}$. Thus, we have the following result showing that the queue length and workload processes converge to the same limit, albeit scalar multiples of each other.

**Proposition A.9.** State space collapse. Under (4.30), we have that for any $t, \varepsilon, \eta > 0$,

$$\limsup_{n \to \infty} \mathbb{P} \left( \sup_{s \in [0,t]} \left| \hat{Q}^n(s) - \mu \hat{W}^n(s) \right| > \varepsilon \right) < \eta.$$  

Proof. Proposition A.9 In order to prove state space collapse for the queue length and workload process we will use an argument that exploits the fact that the number of balking and reneging customers is negligible in the limit. First we fix $t > 0$ and for each $s \geq 0$, let $\hat{Q}^n(s)$ denote the difference between the index of the last arriving job and the index of the job currently in service. Note that, for each $s \geq 0$, the inflated queue can be constructed such that $\hat{Q}^n(s) \geq \hat{Q}^n(s)$. The process $\hat{Q}^n$ ignores the balking and abandonment that has taken place since the arrival of the job currently in service. One can think of the process as progressing in a manner similar to a ticket queue for which, in addition to the abandoned tickets, balking is not accounted for until service would have begun for the departing job. First, we start with the triangle inequality where our state space collapse result can be bounded by

$$\mathbb{P} \left( \sup_{s \in [0,t]} \left| \hat{Q}^n(s) - \mu \hat{W}^n(s) \right| > \varepsilon \right)$$

$$= \mathbb{P} \left( \sup_{s \in [0,t]} \left| \hat{Q}^n(s) + \hat{Q}^n(s) - \hat{Q}^n(s) + \hat{W}^n(s) - \hat{W}^n(s) - \mu \hat{W}^n(s) \right| > \varepsilon \right)$$

$$\leq \mathbb{P} \left( \sup_{s \in [0,t]} \left| \hat{Q}^n(s) - \hat{Q}^n(s) \right| > \frac{\varepsilon \sqrt{n}}{3} \right) + \mathbb{P} \left( \mu^n \sup_{s \in [0,t]} \left| \hat{W}^n(s) - \hat{W}^n(s) \right| > \frac{\varepsilon \sqrt{n}}{3} \right)$$

$$+ \mathbb{P} \left( \sup_{s \in [0,t]} \left| \hat{Q}^n(s) - \mu^n \hat{W}^n(s) \right| > \frac{\varepsilon \sqrt{n}}{3} \right)$$

$$< \eta$$

for sufficiently large $n$. Then, we note by the functional weak law of large numbers that,

$$\mathbb{P} \left( \sup_{s \in [0,t]} \left| \hat{Q}^n(s) - \mu^n \hat{W}^n(s) \right| > \frac{\varepsilon \sqrt{n}}{3} \right) < \frac{\eta}{3} \quad (A.6)$$

for sufficiently large $n$. Now it remains to bound the difference between the queue length and workload processes with their inflated versions. We begin with the queue length and its inflated version. The rest of the proof follows from a similar argument of state space collapse from [17].
Our next result is to show that the service idleness process $I^n$ converges to zero. However, we need a lemma that measures for a sufficiently small time interval the amount of potential workload contribution associated with balking or abandoning jobs arriving during the interval is smaller than order $1/\sqrt{n}$. This result is a key element in the proof of tightness of the scaled workload processes; see Proposition A.13.

**Lemma A.10.** For any $\eta,t > 0$ and $K > 0$, there exists a $\delta$ such that

$$
\limsup_{n \to \infty} \mathbb{P} \left( \sup_{s \in [0,t]} A^n(s) \left( \sum_{i=A^n(s)+1}^{A^n(s+\delta)} v^n_i \cdot (1(b_i \leq K/\sqrt{n}) + 1(r_i \leq K/\sqrt{n})) \right) > \frac{\varepsilon}{\sqrt{n}} \right) < \eta.
$$

**Proposition A.11.** Convergence of the server busy process. Under the assumptions of Theorem 4.1, and any $\varepsilon, \eta, t > 0$,

$$
\limsup_{n \to \infty} \mathbb{P} \left( \sup_{s \in [0,t]} I^n(s) > \varepsilon \right) < \eta.
$$

**Proof.** Fix $\varepsilon, \eta$, and $t > 0$. The server cannot work faster than rate one. It follows that for each $s \leq t$, $T^n(s) \leq \eta$. Moreover, we also have the following equality for the idleness and service allocation processes

$$
T^n(s) + I^n(s) = s.
$$

Using (4.6) we can provide a lower bound on the service allocation process for any $s \geq 0$,

$$
T^n(s) \geq -W^n(s) + \sum_{i=1}^{A^n(s)} v^n_i \cdot 1(b_i > Q^n(t_i-)/\mu^n) \cdot 1(r_i > W^n(t_i-)).
$$

It follows by rearranging A.9, and (A.10) that

$$
\mathbb{P} \left( \sup_{s \in [0,t]} |T^n(s) - s| > \varepsilon \right) = \mathbb{P} \left( \sup_{s \in [0,t]} T^n(s) < s - \varepsilon \right) \leq \mathbb{P} \left( \sup_{s \in [0,t]} W^n(s) > \frac{\varepsilon}{4} \right) + \mathbb{P} \left( \sup_{s \in [0,t]} \left| \sum_{i=1}^{A^n(s)} v^n_i \cdot (1(b_i < Q^n(t_i-)/\mu^n) + 1(r_i < W^n(t_i-)) \right) > \frac{\varepsilon}{4} \right)
$$

$$
+ \mathbb{P} \left( \sum_{i=1}^{A^n(t)} v^n_i \cdot 1(b_i < Q^n(t_i-)/\mu^n) \cdot 1(r_i < W^n(t_i-)) \right) > \frac{\varepsilon}{4}
$$

$$
\leq \mathbb{P} \left( \sup_{s \in [0,t]} W^n(s) > \frac{\varepsilon}{4} \right) + \mathbb{P} \left( \sup_{s \in [0,t]} \left| \sum_{i=1}^{A^n(s)} v^n_i \right| > \frac{\varepsilon}{4} \right)
$$

$$
+ 2 \cdot \mathbb{P} \left( \sum_{i=1}^{A^n(t)} v^n_i \cdot 1(b_i < Q^n(t_i-)/\mu^n) + 1(r_i < W^n(t_i-)) \right) > \frac{\varepsilon}{4}
$$

For sufficiently large $n$, and from Lemma A.2 and Lemma A.7, we can bound the first two terms on the right hand side,

$$
\mathbb{P} \left( \sup_{s \in [0,t]} W^n(s) > \frac{\varepsilon}{4} \right) + \mathbb{P} \left( \sup_{s \in [0,t]} \left| A^n(s) \sum_{i=1}^{A^n(s)} v^n_i - s \right| > \frac{\varepsilon}{4} \right) < \frac{\eta}{2}.
$$

(A.12)
For the third term, by Lemma A.2 and Proposition A.10,
\[
P \left( \sum_{i=1}^{A^n(t)} v^n_i \cdot (1(b_i < Q^n(t_i^-)/\mu^n) + 1(r_i < W^n(t_i^-))) > \frac{\varepsilon}{4} \right)
\leq P(A^n(t) > 2\mu nt) + P \left( \sum_{i=1}^{2\mu nt} v^n_i \cdot (1(b_i < Q^n(t_i^-)/\mu^n) + 1(r_i < W^n(t_i^-))) > \frac{\varepsilon}{4} \right)
\leq P \left( \sum_{i=1}^{2\mu nt} v^n_i - \frac{1}{\mu n} \cdot (1(b_i < Q^n(t_i^-)/\mu^n) + 1(r_i < W^n(t_i^-))) > \frac{\varepsilon}{12} \right)
+ P \left( \sum_{i=1}^{2\mu nt} \frac{1}{\mu n} \cdot (1(b_i < Q^n(t_i^-)/\mu^n) - G_b(Q^n(t_i^-)/\mu^n) + 1(r_i < W^n(t_i^-)) - G_r(W^n(t_i^-))) > \frac{\varepsilon}{12} \right)
+ P \left( \sum_{i=1}^{2\mu nt} \frac{1}{\mu n} \cdot (G_b(Q^n(t_i^-)/\mu^n) + G_r(W^n(t_i^-))) > \frac{\varepsilon}{12} \right)
< \frac{\eta}{4}.
\]

The above result follows from (A.10) - (A.13) and a modification of the proofs of Propositions A.3 - A.8. This completes the proof.

\[\square\]

### A.4 Reneging is Asymptotically Equivalent to Balking

Recall that a customer can only renege from the queue if it decides to join the queue. This creates a complication that makes for involved expressions for the reneging processes in (4.4). Furthermore, notice that the expressions include both the queue length process as well as the workload process. The process \(\tilde{\eta}_n\) allows one to replace the workload process with the queue length process, to ignore whether or not the jobs have balked when considering whether they will abandon, and to ignore the timing of when reneging is detected by the system. The following proposition justifies this approximation.

For each \(n \geq 1\), we define the processes \(R^{1,n} = \{R^{1,n}(t), t \geq 0\}\) and \(R^{2,n} = \{R^{2,n}(t), t \geq 0\}\), where

\[
R^{1,n}(t) = \sum_{i=1}^{A^n(t)} 1(r_i \leq Q^n(t_i^-)/\mu^n) - 1(b_i \leq Q^n(t_i^-)/\mu^n) \cdot 1(r_i < Q^n(t_i^-)/\mu^n)
\]

and

\[
R^{2,n}(t) = \sum_{i=1}^{A^n(t)} 1(r_i \leq W^n(t_i^-)) - 1(b_i \leq Q^n(t_i^-)/\mu^n) \cdot 1(r_i < W^n(t_i^-)).
\]

One should note that notice that \(R^{2,n}\) removes the indicator function that makes the customer only leave when they would have entered service; this is one of the essential parts of the ticket queue as the customer is only detected when they would have entered service. Next, \(R^{1,n}\) is the fictitious reneging process whereby reneging happens upon arrival and the reneging process also depends on the scaled queue length instead of the workload. The diffusion scaled analogs have the form \(\tilde{R}^{k,n} = \{\tilde{R}^{k,n}(t), t \geq 0\}\), where \(\tilde{R}^{k,n}(t) = (1/\sqrt{n})R^{k,n}(t)\) for each \(k = 1, 2\). Ultimately, we would like to replace \(R^n\) with \(R^{1,n}\); see Proposition A.12. Thus, the following proposition allows us to make this conclusion rigorously.

**Proposition A.12.** Reneging effectively ignores balking and takes place upon arrival. Under the assumptions of Theorem 4.1,

\(\tilde{\eta}_n \to 0\)

in probability as \(n \to \infty\).
Proof. Notice that for any \( t \geq 0 \) and \( \alpha \) that
\[
\varepsilon_n^\alpha(t) = \left( \hat{R}^n(t) - \hat{\tilde{R}}^{2,n}(t) \right) + \left( \hat{\tilde{R}}^{2,n}(t) - \hat{\tilde{R}}^{1,n}(t) \right).
\]

Thus, it suffices to show the following, for any \( \varepsilon, \eta \) and \( t > 0 \),
\[
\limsup_{n \to \infty} \mathbb{P} \left( \sup_{s \in [0,t]} \left| \hat{\tilde{R}}^{1,n}(s) - \hat{\tilde{R}}^{2,n}(s) \right| > \varepsilon \right) < \eta,
\]
and
\[
\limsup_{n \to \infty} \mathbb{P} \left( \sup_{s \in [0,t]} \left| \hat{\tilde{R}}^{2,n}(s) - \hat{\tilde{R}}^n(s) \right| > \varepsilon \right) < \eta.
\]

Fix \( \varepsilon, \eta \) and \( t > 0 \). First notice that for any \( n \geq 0 \), and \( s \geq 0 \), we have that \( R^{2,n}(s) - R^n(s) \geq 0 \). By expanding the difference we have that
\[
R^{2,n}(s) - R^n(s) = \sum_{i=1}^{A^n(s)} 1(r_i \leq W^n(t^n_i)) - \sum_{i=1}^{A^n(s)} 1(r_i \leq W^n(t^n_i) \cdot 1(W^n(t^n_i) \leq s - t^n_i)
\]
\[
- \sum_{i=1}^{A^n(s)} 1(b_i \leq Q^n(t^n_i - \mu^n)) \cdot 1(r_i \leq W^n(t^n_i))
\]
\[
+ \sum_{i=1}^{A^n(s)} 1(b_i \leq Q^n(t^n_i - \mu^n)) \cdot 1(r_i \leq W^n(t^n_i)) \cdot 1(W^n(t^n_i) \leq s - t^n_i)
\]
\[
= \sum_{i=1}^{A^n(s)} 1(r_i \leq W^n(t^n_i)) \cdot 1(W^n(t^n_i) > s - t^n_i)
\]
\[
- \sum_{i=1}^{A^n(s)} 1(b_i \leq Q^n(t^n_i - \mu^n)) \cdot 1(r_i \leq W^n(t^n_i)) \cdot 1(W^n(t^n_i) > s - t^n_i)
\]
\[
\leq \sum_{i=1}^{A^n(s)} 1(r_i \leq W^n(t^n_i)) \cdot 1(W^n(t^n_i) > s - t^n_i).
\]

Note that we have eliminated the indicator associated with balking. Moreover, for an abandoning customer the workload upon arrival must exceed the patience quantity. Hence we can replace the patience quantity in the last of the indicators with the workload upon arrival.

Both the standard and the ticket queue have the same bounds:
\[
\mathbb{P} \left( \sup_{s \in [0,t]} \left| \hat{\tilde{R}}^{2,n}(s) - \hat{\tilde{R}}^n(s) \right| > \varepsilon \right) \leq \mathbb{P} \left( \sup_{s \in [0,t]} \sum_{i=1}^{A^n(s)} 1(r_i \leq W^n(t^n_i)) \cdot 1(W^n(t^n_i) > s - t^n_i) > \sqrt{n\varepsilon}/2 \right) \quad (A.16)
\]
\[
+ \mathbb{P} \left( \sup_{s \in [0,t]} \sum_{i=1}^{A^n(s)} 1(b_i \leq Q^n(t^n_i - \mu^n)) \cdot 1(r_i \leq W^n(t^n_i)) \cdot 1(W^n(t^n_i) > s - t^n_i) > \sqrt{n\varepsilon}/2 \right). \quad (A.17)
\]

Next we replace the workload quantities with an upper bound. This will restrict how far in the past the
summation is taken over for the arrivals.

\[
\mathbb{P}\left( \sup_{s \in [0,t]} \left| \tilde{R}^{2,n}(s) - \tilde{R}^n(s) \right| > \varepsilon \right)
\]
\[
\leq \mathbb{P}\left( \sup_{s \in [0,t]} \sum_{i=1}^{A^n(s)} 1(r_i \leq K/\sqrt{n}) \cdot 1(K/\sqrt{n} > s - t^n_i) > \sqrt{n}\varepsilon/2 \right)
\]
\[
+ \mathbb{P}\left( \sup_{s \in [0,t]} \sum_{i=1}^{A^n(s)} 1(b_i \leq K/\sqrt{n}) \cdot 1(r_i \leq K/\sqrt{n}) \cdot 1(K/\sqrt{n} > s - t^n_i) > \sqrt{n}\varepsilon/2 \right)
\]
\[
+ \mathbb{P}\left( \sup_{s \in [0,t]} W^n(s) > K/\sqrt{n} \right) + \mathbb{P}\left( \sup_{s \in [0,t]} Q^n(s) > K/\sqrt{n} \right)
\]
\[
\leq \frac{\eta}{3} + \mathbb{P}\left( \sup_{s \in [0,t]} \sum_{i=1}^{A^n(s)} 1(r_i \leq K/\sqrt{n}) \cdot 1(K/\sqrt{n} > s - t^n_i) > \sqrt{n}\varepsilon/2 \right)
\]
\[
+ \mathbb{P}\left( \sup_{s \in [0,t]} \sum_{i=1}^{A^n(s)} 1(b_i \leq K/\sqrt{n}) \cdot 1(r_i \leq K/\sqrt{n}) \cdot 1(K/\sqrt{n} > s - t^n_i) > \sqrt{n}\varepsilon/2 \right)
\]

Notice that in the first term on the righthand side above, the only jobs that contribute positively to the summation are those jobs \(i\) whose arrival time is after \(s - \tilde{K}/\sqrt{n}\); that \(t^n_i > s - \tilde{K}/\sqrt{n}\). By Lemma A.7,

\[
\mathbb{P}\left( \sup_{s \in [0,t]} \left| \tilde{R}^{2,n}(s) - \tilde{R}^n(s) \right| > \varepsilon \right) \leq \frac{\eta}{3} + \mathbb{P}\left( \sup_{s \in [0,t]} \sum_{i=1}^{A^n(s)} 1(r_i \leq K/\sqrt{n}) > \sqrt{n}\varepsilon/2 \right)
\]
\[
+ \mathbb{P}\left( \sup_{s \in [0,t]} \sum_{i=1}^{A^n(s)} 1(b_i \leq K/\sqrt{n}) \cdot 1(r_i \leq K/\sqrt{n}) > \sqrt{n}\varepsilon/2 \right)
\]

for sufficiently large \(n\). For any arbitrarily chosen \(\delta > 0\) it is true that \(\delta > \tilde{K}/\sqrt{n}\) for sufficiently large \(n\). It follows then by Lemma A.3 that we can choose a \(\delta > 0\) so that

\[
\mathbb{P}\left( \sup_{s \in [0,t]} \left| \tilde{R}^{2,n}(s) - \tilde{R}^n(s) \right| > \varepsilon \right) \leq \frac{\eta}{3} + \mathbb{P}\left( \sup_{s \in [0,t]} \sum_{i=1}^{A^n(s)} 1(r_i \leq K/\sqrt{n}) > \sqrt{n}\varepsilon/2 \right)
\]
\[
+ \mathbb{P}\left( \sup_{s \in [0,t]} \sum_{i=1}^{A^n(s)} 1(b_i \leq K/\sqrt{n}) \cdot 1(r_i \leq K/\sqrt{n}) > \sqrt{n}\varepsilon/2 \right)
\]
\[
\leq \frac{\eta}{3} + \mathbb{P}\left( \sup_{s \in [0,t]} \sum_{i=1}^{A^n(s)} 1(r_i \leq K/\sqrt{n}) > \sqrt{n}\varepsilon/2 \right)
\]
\[
+ \mathbb{P}\left( \sup_{s \in [0,t]} \sum_{i=1}^{A^n(s)} 1(b_i \leq K/\sqrt{n}) \cdot 1(r_i \leq K/\sqrt{n}) > \sqrt{n}\varepsilon/2 \right)
\]
\[
\leq \eta
\]

for sufficiently large \(n\). This completes the proof for the first term. Once again we fix \(\varepsilon\), \(\eta\) and \(t > 0\). First notice that for any \(n \geq 0\), and \(s \geq 0\), we have that \(R^{1,n}(s) - R^{2,n}(s) \geq 0\). By expanding the difference we have that
\[ R^{1,n}(s) - R^{2,n}(s) = \sum_{i=1}^{A^n(s)} 1(r_i \leq W^n(t^n_i)) - \sum_{i=1}^{A^n(s)} 1(r_i \leq Q^n(t^n_i -)/\mu^n) \\
- \sum_{i=1}^{A^n(s)} 1(b_i \leq Q^n(t^n_i -)/\mu^n) \cdot 1(r_i \leq W^n(t^n_i)) \\
+ \sum_{i=1}^{A^n(s)} 1(b_i \leq Q^n(t^n_i -)/\mu^n) \cdot 1(r_i \leq Q^n(t^n_i -)/\mu^n). \]

This implies that

\[
P \left( \sup_{s \in [0,t]} |R^{1,n}(s) - R^{2,n}(s)| > \varepsilon \sqrt{n}/2 \right) \\
\leq P \left( \sup_{s \in [0,t]} \left| Q^n(s)/\mu^n - W^n(s) \right| > \frac{\delta}{\sqrt{n}} \right) \\
+ P \left( \sup_{s \in [0,t]} \left| \sum_{i=1}^{A^n(s)} 1(r_i \in [Q^n(t^n_i -)/\mu^n - \delta/\sqrt{n}, Q^n(t^n_i -)/\mu^n + \delta/\sqrt{n})] > \varepsilon \sqrt{n}/2 \right) \\
+ P \left( \sup_{s \in [0,t]} \left| \sum_{i=1}^{A^n(s)} 1(b_i \leq Q^n(t^n_i -)/\mu^n) \cdot 1(r_i \in [Q^n(t^n_i -)/\mu^n - \delta/\sqrt{n}, Q^n(t^n_i -)/\mu^n + \delta/\sqrt{n})] > \varepsilon \sqrt{n}/2 \right) \\
\leq P \left( \sup_{s \in [0,t]} |Q^n(s)/\mu^n - W^n(s)| > \frac{\delta}{\sqrt{n}} \right) + P(A^n(s) > 2n\lambda s) \\
+ 2 \cdot P \left( \sup_{s \in [0,t]} \left| \sum_{i=1}^{2n\lambda s} 1(r_i \in [Q^n(t^n_i -)/\mu^n - \delta/\sqrt{n}, Q^n(t^n_i -)/\mu^n + \delta/\sqrt{n})] > \varepsilon \sqrt{n}/2 \right) \\
\leq \frac{\eta}{2} + 2 \cdot P \left( \sup_{s \in [0,t]} \left| \sum_{i=1}^{2n\lambda s} 1(r_i \in [Q^n(t^n_i -)/\mu^n - \delta/\sqrt{n}, Q^n(t^n_i -)/\mu^n + \delta/\sqrt{n})] > \varepsilon \sqrt{n}/2 \right) . \]

Now it remains to show that

\[
P \left( \sup_{s \in [0,t]} \left| \sum_{i=1}^{2n\lambda t} 1(r_i \in [Q^n(t^n_i -)/\mu^n - \delta/\sqrt{n}, Q^n(t^n_i -)/\mu^n + \delta/\sqrt{n})] > \varepsilon \sqrt{n}/2 \right) \leq \eta/4. \]

This can be shown by part (iii) of Lemma A.2,

\[
P \left( \sum_{i=1}^{2n\lambda t} 1(r_i \in [Q^n(t^n_i -)/\mu^n - \delta/\sqrt{n}, Q^n(t^n_i -)/\mu^n + \delta/\sqrt{n})] > \sqrt{n}\varepsilon/2 \right) \\
\leq P \left( \sum_{i=1}^{2n\lambda t} \mathbb{E} \left[ 1(r_i \in [Q^n(t^n_i -)/\mu^n - \delta/\sqrt{n}, Q^n(t^n_i -)/\mu^n + \delta/\sqrt{n})]|\mathcal{F}^n_{i-1} \right] > \frac{\sqrt{n}\varepsilon}{4} \right) \\
+ P \left( \sum_{i=1}^{2n\lambda t} \left( 1(r_i \in [Q^n(t^n_i -)/\mu^n - \delta/\sqrt{n}, Q^n(t^n_i -)/\mu^n + \delta/\sqrt{n})] \right. \right.
- \mathbb{E} \left[ 1(r_i \in [Q^n(t^n_i -)/\mu^n - \delta/\sqrt{n}, Q^n(t^n_i -)/\mu^n + \delta/\sqrt{n})]|\mathcal{F}^n_{i-1} \right] > \frac{\sqrt{n}\varepsilon}{4} \right) \]
\[
\mathbb{P}
\left( \sum_{i=1}^{[2\mu nt]} \left( G_r(Q^n(t^n_i-)/\mu^n + \delta/\sqrt{n}) - G_r(Q^n(t^n_i-)/\mu^n - \delta/\sqrt{n}) \right) > \frac{\sqrt{n\varepsilon}}{4} \right)
\]

(A.19)

As for the second term on the far right hand side of (A.19), notice that each summand contributes an amount equal to the increase of the abandonment distribution function over an interval of length 2\delta. By Equation (A.19) and Lemma A.6,

\[
\mathbb{P}
\left( \sum_{i=1}^{[2\mu nt]} \left( G_r(Q^n(t^n_i-)/\mu^n + \delta/\sqrt{n}) - G_r(Q^n(t^n_i-)/\mu^n - \delta/\sqrt{n}) \right) > \frac{\sqrt{n\varepsilon}}{4} \right)
\]

(A.20)

for sufficiently large \(n\). Now consider the third term on the right hand side of (A.19). The following steps are similar to those in the proof of Proposition A.8. By Lemma A.5,

\[
\mathbb{P}
\left( \sum_{i=1}^{[2\mu nt]} \left( 1(r_i \in [Q^n(t^n_i-)/\mu^n - \delta/\sqrt{n}, Q^n(t^n_i-)/\mu^n + \delta/\sqrt{n})
- (G_r(Q^n(t^n_i-)/\mu^n + \delta/\sqrt{n}) - G_r(Q^n(t^n_i-)/\mu^n - \delta/\sqrt{n})) \right) > \frac{\sqrt{n\varepsilon}}{4} \right)
\]

(A.21)

for sufficiently large \(n\) greater than \(\frac{4096\mu t \theta (K + \delta)}{\varepsilon^2} \).
A.5 Tightness

Next we argue that the scaled processes are tight. This result is a key step in proving Proposition A.14, which in turn is used to extract the restorative drift of the limiting diffusion process.

Proposition A.13. Tightness of the scaled processes. The processes \( \{ \tilde{Q}^n, n \geq 1 \} \) and \( \{ \tilde{W}^n, n \geq 1 \} \) are tight.

Proof. By exploiting Theorem 13.2 of [3], tightness follows from the asymptotic boundedness of the queue length and workload processes in Lemma A.7 and the fact that for any \( \varepsilon > 0 \), we have that

\[
\lim_{\delta \to 0} \limsup_{n \to \infty} \mathbb{P} \left( \sup_{u,v \in [0,t], v-u < \delta} \left| \tilde{Q}^n(v) - \tilde{Q}^n(u) \right| > \varepsilon \right) = 0 \tag{A.22}
\]

and

\[
\lim_{\delta \to 0} \limsup_{n \to \infty} \mathbb{P} \left( \sup_{u,v \in [0,t], v-u < \delta} \left| \tilde{W}^n(v) - \tilde{W}^n(u) \right| > \varepsilon \right) = 0. \tag{A.23}
\]

We will show that (A.23) holds. Then (A.22) follows from the fact that

\[
\lim_{\delta \to 0} \limsup_{n \to \infty} \mathbb{P} \left( \sup_{u,v \in [0,t], v-u < \delta} \left| \tilde{Q}^n(v) - \tilde{Q}^n(u) \right| > \varepsilon/3 \right) \leq \limsup_{n \to \infty} \mathbb{P} \left( \sup_{u,v \in [0,t], v-u < \delta} \left| \tilde{Q}^n(v) - \tilde{Q}^n(u) + \tilde{W}^n(v) - \tilde{W}^n(u) \right| > \varepsilon/3 \right) \tag{A.24}
\]

\[
\leq \limsup_{n \to \infty} \mathbb{P} \left( \sup_{u,v \in [0,t], v-u < \delta} \left| \tilde{Q}^n(v) - \tilde{W}^n(v) \right| + \left| \tilde{W}^n(u) - \tilde{Q}^n(u) \right| + \left| \tilde{W}^n(v) - \tilde{W}^n(u) \right| > \varepsilon/3 \right) \tag{A.25}
\]

\[
\leq \limsup_{n \to \infty} \mathbb{P} \left( \sup_{u,v \in [0,t], v-u < \delta} \left| \tilde{Q}^n(v) - \tilde{W}^n(v) \right| > \varepsilon/3 \right) \tag{A.26}
\]

\[
+ \limsup_{n \to \infty} \mathbb{P} \left( \sup_{u,v \in [0,t], v-u < \delta} \left| \tilde{W}^n(u) - \tilde{Q}^n(u) \right| > \varepsilon/3 \right) \tag{A.27}
\]

\[
+ \limsup_{n \to \infty} \mathbb{P} \left( \sup_{u,v \in [0,t], v-u < \delta} \left| \tilde{W}^n(v) - \tilde{W}^n(u) \right| > \varepsilon/3 \right). \tag{A.28}
\]

Thus, by Theorem A.9 and (A.23) we have the tightness of the queue length process. Now it remains to prove the tightness of the workload process and then our proof is complete. Since the workload only changes when new arrivals occur and decreases at rate one due to service, the remainder of proof can be shown by a similar argument of tightness in [17].

\[ \square \]

A.6 Convergence of the State Dependent Drift

The process \( \tilde{\delta}_q^n \) swaps the sum of the abandonment and balking distributions, evaluated at the scaled queue length at the times of arrivals, with a smooth function involving the derivatives of the distribution functions evaluated at zero and then multiplied by the scaled queue lengths. The following proposition justifies this step and is proven in the appendix.

Proposition A.14. Under the assumptions of Theorem 4.1,

\[ \tilde{\delta}_q^n \to 0 \]

in probability as \( n \to \infty \).
Proof. Proposition A.14 We can break \( \delta^n_q \) into four separate parts that will serve to streamline the proof. For every \( t \geq 0 \)

\[
\delta^n_q(t) = \frac{1}{\sqrt{n}} \sum_{i=1}^{A^n(t)} G_b(Q^n(t^n_i -)/\mu^n) - G_b(Q^n(t^n_i -)/\mu) + G_r(Q^n(t^n_i -)/\mu^n) - G_r(Q^n(t^n_i -)/\mu)
\]

\[
+ \frac{1}{\sqrt{n}} \sum_{i=1}^{A^n(t)} G(Q^n(t^n_i -)/\mu^n, Q^n(t^n_i -)/\mu^n) - G(Q^n(t^n_i -)/\mu, Q^n(t^n_i -)/\mu)
\]

\[
+ \frac{1}{\sqrt{n}} \sum_{i=1}^{A^n(t)} \left( G_b(Q^n(t^n_i -)/\mu) + G_r(Q^n(t^n_i -)/\mu) - G(Q^n(t^n_i -)/\mu, Q^n(t^n_i -)/\mu) - \frac{Q^n(t^n_i -)}{\mu} \right)
\]

\[
+ \gamma \left( \int_0^t \tilde{Q}^n(s) ds \right) - \int_0^t \tilde{Q}^n(s) ds.
\]

In order to prove our result, we need to show that each of these separate parts converges to zero in probability as \( n \to \infty \).

Fix \( t > 0 \) and select arbitrary constants \( \varepsilon, \eta > 0 \). We first show that both

\[
\limsup_{n \to \infty} \mathbb{P} \left( \frac{1}{\sqrt{n}} \sum_{i=1}^{A^n(t)} |G_b(Q^n(t^n_i -)/\mu^n) - G_b(Q^n(t^n_i -)/\mu)| > \frac{\varepsilon}{4} \right) < \frac{\eta}{8}, \tag{A.30}
\]

\[
\limsup_{n \to \infty} \mathbb{P} \left( \frac{1}{\sqrt{n}} \sum_{i=1}^{A^n(t)} |G_r(Q^n(t^n_i -)/\mu^n) - G_r(Q^n(t^n_i -)/\mu)| > \frac{\varepsilon}{4} \right) < \frac{\eta}{8}, \tag{A.31}
\]

and

\[
\limsup_{n \to \infty} \mathbb{P} \left( \frac{1}{\sqrt{n}} \sum_{i=1}^{A^n(t)} |G(Q^n(t^n_i -)/\mu, Q^n(t^n_i -)/\mu) - G(Q^n(t^n_i -)/\mu, Q^n(t^n_i -)/\mu)| > \frac{\varepsilon}{4} \right) < \frac{\eta}{4}. \tag{A.32}
\]

We will prove (A.30) and the proof of (A.31) follows trivially. The right hand side of (A.30) can be expanded:

\[
\mathbb{P} \left( \frac{1}{\sqrt{n}} \sum_{i=1}^{A^n(t)} |G_b(Q^n(t^n_i -)/\mu^n) - G_b(Q^n(t^n_i -)/\mu)| > \frac{\varepsilon}{4} \right) \tag{A.33}
\]

\[
\leq \mathbb{P} \left( 2\mu t \cdot \left( \sup_{s \in [0,t]} |G_b(Q^n(s)/\mu^n) + G_b(Q^n(s)/\mu)| \right) > \frac{\varepsilon \sqrt{n}}{4} \right) + \mathbb{P} (A^n(t) > 2\mu t)
\]

\[
\leq \mathbb{P} \left( \sup_{s \in [0,t]} Q^n(s) > K \sqrt{n} \right) + \mathbb{P} (A^n(t) > 2\mu t) + \mathbb{P} \left( \sup_{x \leq K} \left| G_b(x/\mu) + G_b(x/\mu) \right| > \frac{\varepsilon}{8\mu t \sqrt{n}} \right).
\]

Fix \( K > 0 \) so that by (A.2) of Lemma A.7,

\[
\mathbb{P} \left( \sup_{s \in [0,t]} Q^n(s) > K \sqrt{n} \right) < \frac{\eta}{16}. \tag{A.34}
\]

Moreover, we have that for any \( \delta > 0 \)

\[
\sup_{x \leq K} \left| \frac{x}{\mu^n} - \frac{x}{\mu} \right| \leq \frac{K \sqrt{n}}{\mu^n} - \frac{K \sqrt{n}}{\mu} < \frac{\delta}{\sqrt{n}}
\]

for sufficiently large \( n \). Set \( \delta = \varepsilon/(16\mu t \gamma) \). The first result, (A.30), follows from (A.33), (A.34), and part (iii) of Lemma A.2 and A.6. We can also show that (A.31) follows from a similar argument and (A.32) also
follows from a similar argument and the following Fréchet bound for the joint distribution of the balking and reneging random variables.

\[ G(x, y) \leq \min \left( G_b(x), G_r(y) \right). \quad (A.35) \]

Next we show that

\[ \mathbb{P} \left( \frac{1}{\sqrt{n}} \sum_{i=1}^{A_n(t)} \left| G_b(Q^n(t^n_i-)/(\mu_n)) + G_r(Q^n(t^n_i-)/(\mu_n)) - G(Q^n(t^n_i-)/(\mu_n), Q^n(t^n_i-)/(\mu_n)) - \frac{\gamma_n(t^n_i-)}{\mu_n} \right| > \frac{\varepsilon}{4} \right) < \frac{\eta}{4} \]

as \( n \to \infty \). We explore the derivative of the abandonment and balking distributions:

\[ \mathbb{P} \left( \frac{1}{\sqrt{n}} \sum_{i=1}^{A_n(t)} \left| \frac{G_b(Q^n(s))/(\mu_n)) + G_r(Q^n(s))/(\mu_n)) - \frac{\gamma_n(s)}{\mu_n} \right| > \frac{\varepsilon \sqrt{n}}{4} \right) \]

\[ \leq \mathbb{P} \left( A_n(t) \sup_{s \in [0, t]} \left| G_b(s)/(\mu_n) + G_r(s)/(\mu_n) - \frac{\gamma_n(s)}{\mu_n} \right| > \frac{\varepsilon \sqrt{n}}{4} \right) \]

\[ \leq \mathbb{P} \left( \sup_{s \in [0, t]} Q^n(s) > K\sqrt{n} \right) + \mathbb{P} (A_n(t) > 2\mu n t) \]

\[ + 1 \left( \sup_{s \in [K/\varepsilon]} \left| G_b(s/\sqrt{n}) + G_r(s/\sqrt{n}) - G(s/\sqrt{n}, s/\sqrt{n}) - \frac{\gamma s}{\sqrt{n}} \right| > \frac{\varepsilon}{8\mu \sqrt{n}} \right) \]

Recall that the derivatives at zero of both \( G_b \) and \( G_r \) exist and sum to \( \gamma \). Hence, for a any given \( \delta > 0 \) there exists an \( h_0 \) such that

\[ \sup_{s \leq h} \left| \frac{G_b(s)}{s} + \frac{G_r(s)}{s} - \frac{G(s, s)}{s} - \gamma \right| < \delta \]

for all \( h \leq h_0 \). Let \( \delta = \frac{\varepsilon}{8\mu K} \) and let \( h_0 \) be a constant so that the above inequality holds. Now choose an \( n_0 \) such that \( K/(\mu \sqrt{n}) \leq h_0 \) for all \( n \geq n_0 \). It follows that for each \( n \geq n_0 \),

\[ \sup_{s \in [0, K/(\mu \sqrt{n})]} \left| G_b(s) + G_r(s) - G(s, s) - \gamma s \right| \]

\[ = \sup_{s \in [0, K/\mu]} \left| G_b(s/\sqrt{n}) + G_r(s/\sqrt{n}) - G(s/\sqrt{n}, s/\sqrt{n}) - \frac{\gamma s}{\sqrt{n}} \right| \]

\[ < \frac{\delta K}{\mu \sqrt{n}} \]

\[ < \frac{\varepsilon}{8\mu \sqrt{n}}. \quad (A.39) \]

The result (A.36) follows from (A.34), (A.37), (A.38) and part (iii) of Lemma A.2. Third, we show that

\[ \lim sup_{n \to \infty} \mathbb{P} \left( \int_0^t \tilde{Q}^n(s-)d \left( \frac{\tilde{A}^n(s)}{\mu} \right) - \int_0^t \tilde{Q}^n(s)ds \right) > \varepsilon \] < \eta. \quad (A.40) \]

By Proposition A.13, the process \( \{ \tilde{Q}^n(s), s \leq t \} \) is tight. Consider a subsequence \( \{ n' \} \) over which the process \( \tilde{Q}^{n'} \) has a limit, say \( \tilde{Q} \). By the Skorohod Representation Theorem, there exists an alternative probability space on which are defined a sequence \( \{ (\tilde{Q}^{n'}, \tilde{A}^{n'}), n \geq 1 \} \) and, by part (ii) of Lemma A.2, a limit process \( (\hat{Q}, \hat{A}) \) such that

\[ (\hat{Q}^{n'}, \hat{A}^{n'}) \equiv (\tilde{Q}^{n'}, \tilde{A}^{n'}) \]

for each \( n' \) and such that \( (\hat{Q}^{n'}, \hat{A}^{n'}) \to (\hat{Q}, \hat{A}) \) almost surely as \( n' \to \infty \). It is also true that

\[ \int_0^n \tilde{Q}^{n'}(s-)d \left( \frac{\tilde{A}^{n'}(s)}{\mu} \right) \overset{d}{=} \int_0^n \tilde{Q}^{n'}(s-)d \left( \frac{\tilde{A}^{n'}(s)}{\mu} \right), \]
and
\[ \int_0^t \hat{\tilde{Q}}^{n'}(s) ds \overset{D}{=} \int_0^t \tilde{Q}^{n'}(s) ds \]
for each \( n' \). Applying Lemma 8.3 from [10] twice we have
\[ \sup_{u \in [0,t]} \left| \int_0^u \hat{\tilde{Q}}^{n'}(s-) \left( \frac{\hat{A}^{n'}(s)}{\mu} \right) ds - \int_0^u \hat{\tilde{Q}}^{n'}(s) ds \right| \to 0 \]
and
\[ \sup_{u \in [0,t]} \left| \int_0^t \hat{\tilde{Q}}^{n'}(s) ds - \int_0^t \hat{\tilde{Q}}^{n'}(s) ds \right| \to 0 \]
almost surely as \( n' \to \infty \), so that
\[ \sup_{u \in [0,t]} \left| \int_0^u \hat{\tilde{Q}}^{n'}(s-) \left( \frac{\hat{A}^{n'}(s)}{\mu} \right) ds - \int_0^t \hat{\tilde{Q}}^{n'}(s) ds \right| \to 0 \]
almost surely as \( n' \to \infty \). It follows that in our original probability space
\[ \sup_{u \in [0,t]} \left| \int_0^u \hat{\tilde{Q}}^{n'}(s-) \left( \frac{\hat{A}^{n'}(s)}{\mu} \right) ds - \int_0^t \hat{\tilde{Q}}^{n'}(s) ds \right| \to 0 \]
as \( n' \to \infty \). This limit holds on the arbitrarily chosen subsequence \( \{n'\} \). Hence (A.40) holds.

Finally, our result follows from (A.30), (A.30), (A.31), (A.36), (A.40), and part (ii) of Lemma A.2.
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