Theoretical modeling of heat transfer in a multilayer rectangular body with spatially-varying convective heat transfer boundary condition

Long Zhou a,b, Mohammad Parhizi b, Ankur Jain b,*

a School of Mechanical and Power Engineering, Henan Polytechnic University, Jiaozuo, Henan, China
b Mechanical and Aerospace Engineering Department, University of Texas at Arlington, Arlington, TX, USA

A R T I C L E   I N F O

Keywords:
Thermal conduction
Multilayer body
Semiconductor thermal management
Theoretical modeling
Jet impingement cooling

A B S T R A C T

Theoretical analysis of heat transfer in a multilayer body is relevant for several engineering applications where heat transfer occurs through a stack of thermally dissimilar materials. In most of such literature, a constant convective heat transfer coefficient is assumed as a boundary condition at one end of the body. In contrast, there is a lack of work to model a problem with spatial variation in the convective heat transfer coefficient. This paper presents an analytical solution for thermal conduction in a multilayer rectangular body with spatially varying convective heat transfer coefficient at one end. In addition, this solution also accounts for internal heat generation and inter-layer thermal contact resistance and spatially varying heat flux on the other end of the body. The solution is derived in a series form, and it is shown that the coefficients of the series can be determined by solving a well-defined set of linear algebraic equations. The analytical solution is verified by comparison with numerical simulations, as well as with standard solution for a simplified special case. The impact of spatially varying cooling provided by jet impingement is analyzed using the analytical solution. A resource optimization problem pertaining to the optimal use of jet cooling is solved. Results presented here may benefit thermal management analysis of a broad variety of engineering applications involving heat transfer in multi-layer bodies.

1. Introduction

Thermal conduction in a multilayer body is an important heat transfer problem that occurs in multiple engineering applications [1]. Multilayer heat transfer analysis becomes particularly important when the layers have distinct properties such as thermal conductivity, as well as heat generation rate and thickness. Semiconductor chip packaging is an example of a multilayer engineering system in which heat transfer analysis is important [2]. A metal-based heat spreader is often attached to the Silicon chip with a thin layer of thermal interface material (TIM) for efficient heat spreading, resulting in a multi-layer structure. Further, in the case of low power chips operated without a heat spreader or heat sink, heat transfer through the multi-layer motherboard is important. In more recent electronics technologies, the chip itself may comprise multiple heterogeneous layers. For example, three-dimensional integrated circuits (3D ICs) have been developed that comprise multiple heterogeneous chips bonded to each other to form a vertical stack of chips [3,4]. In each of these cases, heat generated must be conducted through multiple layers before being dissipated at one end, for example, by convective cooling. Due to the non-uniform distribution of heat sources, and the ability to remove heat only from the ends, heat transfer analysis and optimization is critical [5].

Significant literature already exists on the analysis of multilayer heat transfer problems using a variety of analytical methods. The eigen-function expansion method has been used to solve transient heat conduction problem in a one-dimensional, multi-layer medium [6]. For such problems, non-homogeneous boundary conditions have been handled by decomposing the dimensionless temperature into steady and transient components [7]. Improvements in computational time have been demonstrated through appropriate transformations [8]. Other analytical methods used for solving multilayer problems include Laplace transform method [9], distributed transfer function method [10], finite integral transform method [11,12], and Green’s function method [13]. A method using two auxiliary functions related to the quasi-static component of temperature has also been developed [14]. In the specific context of multilayer 3D ICs, iterative [15] and non-iterative [2] analytical expressions for temperature distribution have been derived for the case of convective cooling at one end. The thermal conduction problem in a multilayer body with heating at one end of the body has been discussed [16]. Thermal conduction in a multilayer semiconductor stack with internal heat generation has also been presented [17].
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In most papers discussed above, a convective boundary condition is assumed at one end of the multilayer structure. The convective heat transfer coefficient \( h \) is commonly considered to be uniform. However, even for highly simplified cases, convective heat transfer coefficient may vary significantly over the cooling surface. For example, even when the cooling face of the multilayer body is being cooled by one of the simplest flow fields—one-dimensional flow past a flat plate—the convective heat transfer coefficient is known to vary with \( x \), and analytical expressions are available for laminar conditions [18]. For more realistic and complicated cooling configurations, such as jet impingement cooling, the convective heat transfer coefficient is expected to be an even stronger function of space. For example, for a circular jet impinging on a surface, the convective heat transfer coefficient is very large close to the site of impingement and reduces rapidly outwards [19]. In modeling such scenarios, the assumption of uniform convective heat transfer coefficient is likely to result in significant error.

While the principle of orthogonality combined with the separation of variables method often easily yields the solution for problems with uniform convective heat transfer coefficient, spatial variation in \( h \) makes the problem more complicated. Single-layer problems with spatially varying convective heat transfer coefficient have been solved in the past by considering a large but finite number of eigenvalues and deriving a set of algebraic equations to determine the values of the corresponding coefficients. Using this approach, single-layer thermal conduction problems in fins [20], gas turbine experiments [21], cylinders [22] and spheres [23] have been solved. The problem of thermal conduction in a semiconductor chip with spatially varying convective heat transfer coefficient has also been solved [24] using similar methods, but only for a single-layer chip. In contrast, thermal conduction analysis in a multi-layer body with spatially varying convective heat transfer coefficient has not been sufficiently addressed in the past. Variation of \( h \) in space adds significant complexity to this problem, but it is very desirable to address this problem since it more closely models several engineering systems, including multilayer semiconductor chips. Some relevant work exists on multilayer analysis for a cylindrical body [25], however, analysis is needed for addressing problems related to multilayer semiconductor chips that usually have rectangular geometry.

This paper presents an analytical solution for thermal conduction in a multilayer rectangular body with non-uniform heat flux at one end and non-uniform convective heat transfer coefficient at the other end. A general case considering layers of different thicknesses, thermal properties, internal heat generation rate is analyzed. Thermal contact resistance between layers is also accounted for. Expressions for the resulting temperature distribution in the multilayer structure are derived. It is shown that the coefficients appearing in these expressions are given by the solution of a set of algebraic linear equations. Special cases of relevance to heat transfer in semiconductor chips and packaging are discussed. While the equations being solved here may be quite standard, spatial variation in \( h \) introduces significant mathematical complexity, as seen in the next section. Results presented here expand our understanding of heat transfer in a multilayer rectangular body, with applications in several engineering systems.

2. Derivation of analytical solution

This section presents an analytical solution for determining the steady-state temperature distribution for a multilayer body with internal heat generation, inter-layer thermal contact resistance and with spatially varying convective heat transfer on one face. Section 2.1 presents the general solution first. Special cases of relevance to heat transfer in semiconductor chip packaging are presented in Section 2.2.

2.1. General, M-layer case with internal heat generation

Consider thermal conduction in an \( M \)-layer rectangular slab with spatially varying heat flux \( \dot{Q}(x) \) on the bottom edge and spatially varying heat convective coefficient \( h(x) \) on the top edge, as shown in Fig. 1. The thickness and thermal conductivity of each layer are \( (z_{i+1} - z_i) \) and \( k_i \) respectively. Uniform heat generation \( q_i \) occurs in each layer. Further, an inter-layer thermal contact resistance \( R_i \) exists between the \( (i-1)\)th and \( i\)th layers. Each layer is assumed to be adiabatic at the two ends in the \( x \) direction. In a rectangular coordinate system, the governing steady state energy conservation equation for \( T_i \), the temperature rise above ambient in the \( i\)th layer is expressed as:

$$k_i \frac{\partial^2 T_i}{\partial z^2} + k_i \frac{\partial^2 T_i}{\partial z^2} + q_i = 0 \quad (i = 1, 2, 3, ..., M) \tag{1}$$

Boundary conditions for this problem are

$$\frac{\partial T_i}{\partial x} = 0 \text{ at } x = 0, a \tag{2a}$$

$$-k_i \frac{\partial T_i}{\partial z} = \dot{Q}(x) \text{ at } z = 0 \tag{2b}$$

$$-k_M \frac{\partial T_M}{\partial z} = h(x) T_M \text{ at } z = z_{M+1} \tag{2c}$$

Interfacial boundary conditions accounting for temperature and heat flux continuity are
\[ T_i(x, z) = T_i(x, z) - k_i R_i \frac{\partial T_i}{\partial z} \quad \text{at} \quad z = z_i \]  
\[ (2d) \]

\[ k_i \frac{\partial T_i}{\partial z} = k_i \frac{\partial T_i}{\partial z} \quad \text{at} \quad z = z_i, \quad (i = 2, 3, \ldots, M) \]  
\[ (2e) \]

The overall mathematical procedure for deriving the solution of this problem comprises of homogenization of the problem by adding a term to account for internal heat generation, followed by writing an eigenfunction-based series solution. The coefficients of this series solution, which are usually given by an explicit expression in the simpler case of a uniform heat transfer coefficient, are then obtained in the form of the solution of a set of linear algebraic equations involving the spatially-varying heat transfer coefficient.

In order to derive a solution for the steady-state temperature distribution in each layer, Eq. (1) is first homogenized by the following substitution:

\[ T_i(x, z) = \theta_i(x, z) - \frac{q_i}{k_i} z^2 \]  
\[ (3) \]

By substituting Eq. (3) into Eqs. (1)–(2e), the following equations are derived for \( \theta_i(x, z) \):

\[ \frac{\partial^2 \theta_i}{\partial x^2} + \frac{\partial \theta_i}{\partial z^2} = 0 \]  
\[ (4) \]

subject to

\[ \frac{\partial \theta_i}{\partial x} = 0 \quad \text{at} \quad x = 0, a \]  
\[ (5a) \]

\[-k_i \frac{\partial \theta_i}{\partial z} = Q(x) \quad \text{at} \quad z = 0 \]  
\[ (5b) \]

\[ k_i \frac{\partial \theta_i}{\partial z} + h(x) \theta_i = F(x) \quad \text{at} \quad z = z_{i+1} \]  
\[ (5c) \]

\[ \theta_{i-1}(x, z) = \theta_i(x, z) - k_i R_i \frac{\partial \theta_i}{\partial z} + z_i \frac{q_i}{2k_i} z_i^2 + R_i q_i \]  
\[ (5d) \]

\[ k_i \frac{\partial \theta_{i-1}}{\partial z} + z_i(q_i - q_{i-1}) = k_i \frac{\partial \theta_{i-1}}{\partial z} \quad \text{at} \quad z = z_i \]  
\[ (5e) \]

where

\[ F(x) = q_i z_{i+1} \left[ 1 + \frac{z_{i+1} h(x)}{2k_i} \right] \]  
\[ (6) \]

In order to proceed, the heat flux \( Q(x) \) is written in the form of a Fourier series

\[ Q(x) = P_0 + \sum_{n=1}^{\infty} P_n \cos \left( \frac{n \pi x}{a} \right) \]  
\[ (7) \]

where

\[ P_0 = \frac{1}{a} \int_0^a Q(x) dx \]  
\[ (8a) \]

\[ P_n = \frac{2}{a} \int_0^a Q(x) \cos \left( \frac{n \pi x}{a} \right) dx \quad \text{for} \quad n = 1, 2, \ldots \]  
\[ (8b) \]

Note that cosine eigenfunctions are chosen for the Fourier series expansion in order to match the required boundary conditions for the temperature distribution.

Accordingly, the solution for \( \theta_i(x, z) \) may be expressed in the form of the following Fourier cosine series

\[ \theta_i(x, z) = C_{i0}(z) + \sum_{n=1}^{\infty} C_{in}(z) \cos \left( \frac{n \pi x}{a} \right) \]  
\[ (9) \]

Since Eq. (9) already satisfies Eq. (5a), the coefficients \( C_{i0}(z) \) and \( C_{in}(z) \) must be determined in order to satisfy the governing Eq. (4) and boundary conditions given by Eqs. (5b)–(5e).

Using the expression for \( \theta_i(x, z) \) given by Eq. (9) into Eq. (4) results in

\[ C_{i0}(z) + \sum_{n=1}^{\infty} C_{in}(z) \cos \left( \frac{n \pi x}{a} \right) = \left( \frac{n \pi x}{a} \right) \frac{d}{dz} \left( \frac{n \pi x}{a} \right) \sum_{n=1}^{\infty} C_{in}(z) \cos \left( \frac{n \pi x}{a} \right) = 0 \]  
\[ (10) \]

Separately examining \( C_{i0}(z) \) and \( C_{in}(z) \) results in the following expressions

\[ C_{i0}(z) = A_{i0} + B_{i0} z \]  
\[ (11a) \]

\[ C_{in}(z) = A_{in} \exp \left( \frac{n \pi x}{a} \right) + B_{in} \exp \left( -\frac{n \pi x}{a} \right) \]  
\[ (11b) \]

where \( A_{i0}, B_{i0}, A_{in}, \text{and} B_{in} \) are unknown coefficients for each layer \( i = 1, 2, \ldots, M \) and for each eigenvalue \( n = 1, 2, 3, \ldots \). These unknown coefficients are determined by requiring the expression for \( \theta_i(x, z) \) given by Eq. (9) to satisfy the boundary conditions given by Eqs. (5b)–(5e).

By substituting Eq. (9) into Eq. (5b), and using Eqs. (7), (11a) and (11b), one may obtain

\[ B_{i0} = -\frac{P_0}{k_i} \]  
\[ (12a) \]

\[ B_{in} = A_{in} + \frac{P_n}{n \pi k_i} \]  
\[ (12b) \]

Next, by substituting Eq. (9) into Eqs. (5d) and (5e) and , and using Eqs (11a) and (11b), one may obtain

\[ A_{i0} = \frac{1}{k_i} \sum_{j=1}^{M-1} \frac{1}{k_j} \sum_{k=1}^{M} \frac{1}{k_k} \left( \sum_{j=1}^{M-1} \frac{1}{k_j} \sum_{k=1}^{M} \frac{z_i q_i - q_{i-1}}{2k_k} \right) \]  
\[ (13a) \]

\[ B_{i0} = -\frac{P_0}{k_i} + \frac{1}{k_i} \sum_{j=1}^{M-1} \sum_{k=1}^{M} \frac{z_i q_i - q_{i-1}}{2k_k} \]  
\[ (13b) \]

Further, \( A_{in} \) and \( B_{in} \) can be expressed as

\[ A_{in} = \frac{1}{2} \left[ 1 + (1 + \phi_i) \frac{k_i-1}{k_i} \right] B_{i-1,n} + \frac{1}{2} \left[ 1 - (1 + \phi_i) \frac{k_i-1}{k_i} \right] B_{i-1,n} \exp \left( -\frac{2n \pi x}{a} \right) \]  
\[ (14a) \]

\[ B_{in} = \frac{1}{2} \left[ 1 + (1 - \phi_i) \frac{k_i-1}{k_i} \right] B_{i-1,n} + \frac{1}{2} \left[ 1 - (1 - \phi_i) \frac{k_i-1}{k_i} \right] A_{i,n} \exp \left( \frac{2n \pi x}{a} \right) \]  
\[ (14b) \]

The two equations above can be further simplified to write \( A_{in} \) and \( B_{in} \) in terms of \( A_{i,n} \) and \( B_{i,n} \) as follows

\[ A_{in} = \eta_{i,n} A_{i,n} + \mu_{i,n} \]  
\[ (15a) \]

\[ B_{in} = \eta_{i,n} A_{i,n} + \mu_{i,n} \]  
\[ (15b) \]

where the coefficients are given by the following coupled, recursive relationships:

\[ \eta_{i,n} = \frac{1}{2} \left[ 1 - (1 + \phi_i) \frac{k_i-1}{k_i} \right] q_{i-1,n} \exp \left( -\frac{2n \pi x}{a} \right) + \frac{1}{2} \left[ 1 + (1 + \phi_i) \frac{k_i-1}{k_i} \right] R_{i-1,n} \]  
\[ (16a) \]

\[ \mu_{i,n} = \frac{1}{2} \left[ 1 - (1 + \phi_i) \frac{k_i-1}{k_i} \right] R_{i-1,n} + \frac{1}{2} \left[ 1 + (1 + \phi_i) \frac{k_i-1}{k_i} \right] R_{i-1,n} \]  
\[ (16b) \]
\[ \eta_{i,j} = \frac{1}{2} \left[ 1 - \left( 1 - \phi_i \right) \frac{k_{i-1}}{k_i} \right] \eta_{i-1,i} \exp \left( \frac{2 \pi k_i}{a} \right) + \frac{1}{2} \left[ 1 - \left( 1 - \phi_i \right) \frac{k_{i-1}}{k_i} \right] \eta_{i-1,i} \]
\[ \phi_i = -\frac{n \delta_i R_i}{a} \]

Initial values for these recursive relationships are given by \( \eta_{1,1} = 1 \), \( \mu_{1,1} = 0 \), \( \eta_{1,2} = 1 \), \( \mu_{1,2} = \frac{P_0}{s_{1,2}} \).

The coefficients for the \( M \)th layer are of particular interest. Setting \( i = M \) in Eqs. (13a), (13b), (15a) and (15b) yields

\[ A_{M,0} = A_{1,0} + \sum_{j=1}^{M} \left( \frac{1}{k_j} - \frac{1}{k_{j-1}} \right) f_1 - g \]

\[ B_{M,0} = -P_0 \frac{k_0}{k_M} + f_2 \]

\[ A_{M,n} = \eta_{M,n} A_{M,n-1} + \mu_{M,n} \]

\[ B_{M,n} = -\eta_{M,n} B_{M,n-1} + \mu_{M,n} \]

where

\[ f_1 = -\sum_{j=1}^{M} z_j \frac{1}{k_j} - \frac{1}{k_{j-1}} \sum_{k=1}^{j-1} z_k (q_k - q_{j-1}) - \sum_{j=1}^{M} \frac{z_j^2}{k_j} (q_j - q_{j-1}) + \sum_{j=1}^{M} R_j z_j \]

\[ f_2 = -P_0 \frac{k_0}{k_M} \sum_{j=1}^{M} z_j (q_j - q_{j-1}) \]

\[ g = -P_0 \frac{k_0}{k_M} \sum_{j=1}^{M} R_j \]

Eqs. (12a)–(15b) express all the coefficients needed to define the temperature solution \( A_{1,0}, B_{1,0}, A_{1,2}, B_{1,2} \) in terms of \( A_{1,0} \) and \( A_{1,2} \), \( n = 1, 2, 3 \ldots \).

In order to determine \( A_{1,0} \) and \( A_{1,2} \), and thus complete the solution, Eq. (9) is substituted into the boundary condition involving spatially varying heat transfer coefficient, Eq. (5c). Using Eqs. (11a) and (11b), with \( i = M \) as well as Eqs. (18a)–(18b), one obtains an expression involving the spatially varying heat transfer coefficient \( h(x) \)

\[ A_{1,0} h(x) + P_0 \sum_{j=1}^{M} \frac{1}{k_j} - \frac{1}{k_{j-1}} h(x) + f_1 h(x) - g h(x) - F(x) + z_{M+1} f_2 h(x) \]

\[ + P_0 k_0 \sum_{n=1}^{M} \left( \eta_{M<n} A_{n,n-1} + \mu_{M,n} \right) \exp \left( \frac{n \pi k_{M+1}}{a} \right) \cos \left( \frac{n \pi x}{a} \right) \]

\[ + \sum_{n=1}^{M} \frac{n \pi k_{M+1}}{a} \exp \left( \frac{n \pi k_{M+1}}{a} \right) \cos \left( \frac{n \pi x}{a} \right) \]

\[ = P_0 \left( 1 + \sum_{n=1}^{M} \frac{h(x)}{k_M} \right) + \sum_{n=1}^{M} \left( \eta_{M<n} A_{n,n-1} + \mu_{M,n} \right) \exp \left( \frac{-n \pi k_{M+1}}{a} \right) \cos \left( \frac{n \pi x}{a} \right) \cos \left( \frac{n \pi x}{a} \right) \]

\[ - \frac{n \pi k_{M+1}}{a} \cos \left( \frac{n \pi x}{a} \right) \]

Eq. (22) involves the unknown coefficients \( A_{1,0} \) and \( A_{1,2} \) that must be determined. For the case of uniform \( h \), this is usually carried out using the principle of orthogonality, wherein all terms except one drop out.
internal heat generations in Eqs. (13a) and (13b) are equal to zero, namely

\[ A_{i0} = A_{i,0} + P_s \sum_{j=2}^{M} z \left( \frac{1}{k_j} - \frac{1}{k_{j-1}} \right) - P_s \sum_{j=2}^{M} R_j \]  

(26a)

\[ B_{i0} = - \frac{P_s}{k_i} \]  

(26b)

Further, \( F(x) \), \( f_1 \), and \( f_2 \) in Eqs. (5c), (18a) and (18b) are all zero. This results in simplification of Eq. (23) and (24) as follows

\[ A_{1,0} \int_0^a h(x) dx + P_s \sum_{j=2}^{M} z \left( \frac{1}{k_j} - 1 \right) \int_0^a h(x) dx - g \int_0^a h(x) \cos \left( \frac{ix}{a} \right) dx - \sum_{n=1}^{N} \left( \eta_{MA} A_{i,n} + \mu_{MA} \right) \exp \left( \frac{n \pi x}{a} \right) \frac{1}{a} \int_0^a h(x) \cos \left( \frac{nx}{a} \right) dx \]

\[ = P_s a + \int_0^a h(x) dx - \sum_{n=1}^{N} \left( \eta_{MA} A_{i,n} + \mu_{MA} \right) \exp \left( \frac{n \pi x}{a} \right) \frac{1}{a} \int_0^a h(x) \cos \left( \frac{nx}{a} \right) dx \]

(27)

and

\[ A_{1,0} \int_0^a h(x) \cos \left( \frac{ix}{a} \right) dx + P_s \sum_{j=2}^{M} z \left( \frac{1}{k_j} - 1 \right) \int_0^a h(x) \cos \left( \frac{ix}{a} \right) dx - \sum_{n=1}^{N} \left( \eta_{MA} A_{i,n} + \mu_{MA} \right) \exp \left( \frac{n \pi x}{a} \right) \frac{1}{a} \int_0^a h(x) \cos \left( \frac{nx}{a} \right) dx \]

\[ = P_s a + \int_0^a h(x) \cos \left( \frac{ix}{a} \right) dx - \sum_{n=1}^{N} \left( \eta_{MA} A_{i,n} + \mu_{MA} \right) \exp \left( \frac{n \pi x}{a} \right) \frac{1}{a} \int_0^a h(x) \cos \left( \frac{nx}{a} \right) dx \]

(28)

Similar to the general case, Eqs. (27) and (28) represent a set of \((N+1)\) linear equations in unknowns \(A_{1,0}\) and \(A_{1,i}\) \((i = 1, 2, ..., N)\) that can be easily solved using matrix inversion to determine the temperature distribution for this special case.

2.2.2. Zero thermal contact resistance

Perfect thermal contact between adjacent layers is also a relevant assumption in several applications. In such a case, the boundary condition (2d) is given by

\[ T_i(x, z) = T_i(x, z') \text{ at } z = z' \]

(29)

Accordingly, \( g = 0 \) in Eq. (18a), and, therefore, Eq. (18a) further reduces to

\[ A_{M,0} = A_{M,0} + P_s \sum_{j=2}^{M} z \left( \frac{1}{k_j} - \frac{1}{k_{j-1}} \right) + f_1 \]

(30)

Eq. (17) shows that, in this case, \( \phi = 0 \). Therefore, Eqs. (16a)-(16d) are simplified as

\[ \eta_{i,0} = \frac{1}{2} \left[ 1 - \frac{k_{i-1}}{k_i} \right] \eta_{i,1,0} \exp \left( -\frac{2 \pi x z}{a} \right) + \frac{1}{2} \left[ 1 + \frac{k_{i-1}}{k_i} \right] \eta_{i,1,0} \]

\[ \eta_{i,0} = \frac{1}{2} \left[ 1 - \frac{k_{i-1}}{k_i} \right] \eta_{i,1,0} \exp \left( \frac{2 \pi x z}{a} \right) + \frac{1}{2} \left[ 1 + \frac{k_{i-1}}{k_i} \right] \eta_{i,1,0} \]

\[ \mu_{i,0} = \frac{1}{2} \left[ 1 - \frac{k_{i-1}}{k_i} \right] \mu_{i,1,0} \exp \left( -\frac{2 \pi x z}{a} \right) + \frac{1}{2} \left[ 1 + \frac{k_{i-1}}{k_i} \right] \mu_{i,1,0} \]

\[ \mu_{i,0} = \frac{1}{2} \left[ 1 - \frac{k_{i-1}}{k_i} \right] \mu_{i,1,0} \exp \left( \frac{2 \pi x z}{a} \right) + \frac{1}{2} \left[ 1 + \frac{k_{i-1}}{k_i} \right] \mu_{i,1,0} \]

and

\[ A_{1,0} \int_0^a h(x) \cos \left( \frac{ix}{a} \right) dx + P_s \sum_{j=2}^{M} z \left( \frac{1}{k_j} - 1 \right) \int_0^a h(x) \cos \left( \frac{ix}{a} \right) dx + f_1 \int_0^a h(x) \cos \left( \frac{ix}{a} \right) dx - \sum_{n=1}^{N} \left( \eta_{MA} A_{i,n} + \mu_{MA} \right) \exp \left( \frac{n \pi x}{a} \right) \frac{1}{a} \int_0^a h(x) \cos \left( \frac{nx}{a} \right) dx \]

\[ = P_s a + \int_0^a h(x) \cos \left( \frac{ix}{a} \right) dx - \sum_{n=1}^{N} \left( \eta_{MA} A_{i,n} + \mu_{MA} \right) \exp \left( \frac{n \pi x}{a} \right) \frac{1}{a} \int_0^a h(x) \cos \left( \frac{nx}{a} \right) dx \]

(32)

2.2.3. Two-layer body with zero internal heat generation

This subsection considers a simplified case of a two-layer body with no internal heat generation. This could model, for example, a chip package stack with a non-zero thermal contact resistance between the two. In such a case, Eq. (26a) directly reduces to

\[ A_{2,0} = A_{1,0} + P_s z \left( \frac{1}{k_2} - 1 \right) \]

(34)

Accordingly, Eqs. (27) and (28) simplify to

\[ A_{1,0} \int_0^a h(x) dx + P_s z \left( \frac{1}{k_2} - 1 \right) \int_0^a h(x) dx - P_s R_2 \int_0^a h(x) dx \]

\[ + \sum_{n=1}^{N} \left( \eta_{MA} A_{i,n} + \mu_{MA} \right) \exp \left( \frac{n \pi x}{a} \right) \frac{1}{a} \int_0^a h(x) \cos \left( \frac{nx}{a} \right) dx \]

\[ = P_s a + P_s z \frac{1}{k_2} \int_0^a h(x) dx - \sum_{n=1}^{N} \left( \eta_{MA} A_{i,n} + \mu_{MA} \right) \exp \left( \frac{n \pi x}{a} \right) \frac{1}{a} \int_0^a h(x) \cos \left( \frac{nx}{a} \right) dx \]

(35)
and

\[
A_{1,0} \int_0^\infty h(x) \cos \left( \frac{i\pi a}{a} \right) dx + P_{\text{imp}} \left( \frac{1}{k_0} \right) \int_0^\infty h(x) \cos \left( \frac{i\pi a}{a} \right) dx - P_{\text{conv}} \left( \frac{1}{k_1} \right) \int_0^\infty h(x) \cos \left( \frac{i\pi a}{a} \right) dx
\]

\[
= P_{\text{imp}} \int_0^\infty h(x) \cos \left( \frac{i\pi a}{a} \right) dx + \frac{1}{k_2} \int_0^\infty h(x) \cos \left( \frac{i\pi a}{a} \right) dx - \frac{1}{k_3} \int_0^\infty h(x) \cos \left( \frac{i\pi a}{a} \right) dx
\]

The linear algebraic Eqs. (35) and (36) can be solved using matrix inversion to determine the solution for this special case. Note that for this two-layer problem, the four coefficients \( \eta_{1,1}, \eta_{2,1}, \eta_{1,2}, \text{and} \ \eta_{2,2} \) are given by

\[
\eta_{1,1} = \frac{1}{2} \left[ 1 - (1 + \phi_1) \frac{k_1}{k_2} \right] \exp \left( -2n\pi z_2 \right) + \left[ 1 + (1 - \phi_2) \frac{k_1}{k_2} \right]
\]

\[
\eta_{2,2} = \frac{1}{2} \left[ 1 - (1 - \phi_1) \frac{k_1}{k_2} \right] \exp \left( 2n\pi z_2 \right) + \left[ 1 + (1 + \phi_2) \frac{k_1}{k_2} \right]
\]

\[
\eta_{1,2} = \frac{1}{2} \left[ 1 - (1 + \phi_2) \frac{k_1}{k_2} \right] \frac{P_{\text{conv}}}{nk_2} \exp \left( -2n\pi z_2 \right) - \left[ 1 + (1 - \phi_2) \frac{k_1}{k_2} \right]
\]

3. Results and discussion

This section discusses key results obtained from the analytical solution presented in Section 2. Verification of the solution is discussed first. This is followed by discussion of the application of the solution for a number of multilayer problems. In each case, spatially dependent convective heat transfer is assumed on one face of the multilayer body. An expression for \( h(x) \) representative of convective heat transfer due to impingement cooling by a slot jet [24] is used as follows:

\[
h(x) = h_{\text{max}} \left[ \frac{1 - R \tanh \left( \frac{x - x_0}{d} - 1.5 \right)}{1 + R} \right]
\]

where \( x_0 \) and \( d \) refer to the location of the centerline of the jet and jet width, respectively. Further, \( R = \frac{h_{\text{max}}}{h_{\text{conv}}/h_{\text{min}}} \). In this definition, \( h_{\text{max}} \) and \( h_{\text{conv}} \) stand for the convective heat transfer coefficients in the jet slot and far away from the jet, separately. The parameter \( R \) is representative of how sharply the \( h \) vs \( x \) curve transitions between \( h_{\text{min}} \) and \( h_{\text{max}} \). This equation models convective heat transfer due to an impinging jet – both circular and slot – which is highest at the site of impingement and reduces sharply outwards.

3.1. Verification and effect of number of eigenvalues

As is the case with eigenvalue-based solutions of thermal conduction problems, the accuracy of results derived here depends strongly on the number of eigenvalues considered in the solution. In this specific case, the number of eigenvalues also determines the size of the matrix that must be inverted in order to calculate the unknown coefficients \( A_{1,0} \) and
In order to determine the minimum number of eigenvalues needed for an accurate solution with acceptable computational cost, the impact of number of eigenvalues on temperature distribution is investigated for a representative three-layer problem with step-function heating at the bottom face and a spatially-varying convective heat transfer coefficient representative of jet impingement cooling, as given by Eq. (38), on the top face. For this representative problem, the magnitude, width and center of the step-function heat flux is taken to be $1.1 \times 10^6 \text{ W/m}^2$, $b = 1 \text{ mm}$ and $x_1 = 3.0 \text{ mm}$, respectively. Jet impingement cooling centered at $x_0 = 5.0 \text{ mm}$ on the top face is assumed, with $h_{\text{min}} = 5000 \text{ W/m}^2\text{K}$, $h_{\text{max}} = 10,000 \text{ W/m}^2\text{K}$, $d = 2.0 \text{ mm}$ and $\gamma = 2.0$. Thermal conductivities of the layers are 1.10 and 2.0 W/mK, respectively. Internal heat generation rates of 10,000 W/m$^3$ are considered in each layer of thickness 1 mm. In addition, a thermal contact resistance of $10^{-3} \text{ Km}^2\text{W}$ is assumed between adjacent layers. For these parameters, Fig. 2(a) and (b) and plot the bottom face and top face temperature distributions for different number of eigenvalues. These plots show some periodicity characteristic with representing a function with a periodic Fourier series. Both plots show that as the number of eigenvalues increases, the computed temperature distribution changes, and stabilizes around 20–30 eigenvalues. There is minimal change in the computed temperature distribution between 20 and 30 eigenvalues. This helps establish the minimum number of eigenvalues needed for reliable computation for the parameter values considered here. All further computations in this paper are carried out with 30 eigenvalues. Note that this is not a particularly large number of eigenvalues, since the series solutions for such problems are known to converge algebraically [26]. Even with 30 eigenvalues, the computational time on a standard desktop computer is found to be minimal. Specifically, the matrices generated from Eqs. (23) and (24) can be inverted in less than 0.3 s in standard scientific computation software. It is possible, however, that for other problems that may require more number of eigenvalues, the computational burden for matrix inversion can be significant, in which case, computational optimization of the matrix inversion process may be needed.

Fig. 3 presents results from comparison of the analytical solution with finite-element simulations. For this comparison, a two-layer body with step function heat flux at the bottom and jet impingement cooling at the top is considered. Thermal conductivities of the two layers are 1 and 10 W/mK, respectively, while the thicknesses are both 1 mm. Heat generation rates in the two layers are $5 \times 10^4$ and $10^3 \text{ W/m}^3$, respectively. Thermal contact resistance of $10^{-3} \text{ Km}^2\text{W}$ is considered. A step-function heat flux on the bottom face has magnitude of $10^5 \text{ W/m}^2$, width of $b = 1 \text{ mm}$ and is centered at $x_1 = 5.0 \text{ mm}$. Jet impingement cooling is assumed with a jet centered at $x_0 = 5.0 \text{ mm}$ on the top face. The spatially varying convective heat transfer coefficient for each jet is given by Eq. (38), with $h_{\text{min}} = 10^5 \text{ W/m}^2\text{K}$, $h_{\text{max}} = 5000 \text{ W/m}^2\text{K}$, $d = 0.5 \text{ mm}$ and $\gamma = 2.0$.

For these parameters, the temperature distribution is computed using the analytical solution presented in Section 2. For comparison, finite-element simulations are carried out in ANSYS-CFX. A geometric model of a two-layer body similar to the one used in the analytical solution is created and meshed. After carrying out a mesh sensitivity study, the total number of 200 K elements is used, since further mesh refinement is not found to alter the results significantly. Spatially varying heat flux at the bottom surface as well as convection with space-dependent heat transfer coefficient at the top surface is implemented in the numerical solver. Solver controls are adjusted to run the simulation either for 1000 iterations or until the residual reaches $10^{-3}$. Fig. 3(a) compares the complete two-dimensional temperature distribution as a function of $x$ and $z$ predicted by the analytical solution and computed numerically. There is excellent agreement between the two. As expected, most of the temperature gradient occurs in the first layer due to its lower thermal conductivity. Fig. 3(b) plots temperature distributions in $x$ direction at three different cross-sections corresponding to the bottom face, interface and top face. In each case, there is excellent agreement between the analytical solution and finite-element simulation results.

For further verification of the analytical solution presented in Section 2, temperature distribution is calculated using the solution for a special case of a two-layer body with thermal contact resistance and internal heat generation, and with constant Q and h. In such a case, the solution

<table>
<thead>
<tr>
<th>Layer</th>
<th>Thickness (mm)</th>
<th>Thermal Conductivity (W/mK)</th>
<th>Heat Generation Rate (W/m$^3$)</th>
<th>Contact resistance with previous layer ($\times 10^{-3}$ Km$^2$/W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>4</td>
<td>20,000</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>8</td>
<td>10,000</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>6</td>
<td>1800</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>10</td>
<td>15,000</td>
<td>20</td>
</tr>
<tr>
<td>5</td>
<td>0.5</td>
<td>15</td>
<td>2500</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>16</td>
<td>2000</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>0.5</td>
<td>21</td>
<td>1900</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>0.4</td>
<td>18</td>
<td>10,000</td>
<td>7</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>5</td>
<td>9000</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>0.6</td>
<td>7</td>
<td>18,000</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>6</td>
<td>12,000</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>0.4</td>
<td>1</td>
<td>11,000</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>1.2</td>
<td>8</td>
<td>5000</td>
<td>20</td>
</tr>
<tr>
<td>14</td>
<td>1.5</td>
<td>4</td>
<td>8000</td>
<td>6</td>
</tr>
<tr>
<td>15</td>
<td>0.1</td>
<td>3</td>
<td>2000</td>
<td>10</td>
</tr>
<tr>
<td>16</td>
<td>0.3</td>
<td>11</td>
<td>3000</td>
<td>8</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>13</td>
<td>9000</td>
<td>3</td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>5</td>
<td>10,500</td>
<td>15</td>
</tr>
<tr>
<td>19</td>
<td>0.8</td>
<td>8</td>
<td>5000</td>
<td>6</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>4</td>
<td>10,000</td>
<td>9</td>
</tr>
</tbody>
</table>

Fig. 4. Temperature colormap for the 20-layer problem defined in Section 3.2 and Table 1.
of the problem can be significantly simplified. Specifically, \( p_0 = Q, p_n = 0 \) for \( n = 1, 2, 3, \ldots \), and several terms in Eqs. (23) and (24) drop out due to constant \( h \). Further simplification results in the following temperature distribution for this special case:

\[
T_1(z) = \frac{q_1}{{2k_1}} z + d_1 \\
T_2(z) = \frac{q_2}{2k_2} z + \frac{(q_2 - q_1)z_2 - Q}{k_2} z + d_2
\]

where

\[
d_1 = \left( \frac{q_1}{2k_1} \right) z_2 + \frac{1}{k_1} Q z_2 + R_2 q_2 z_2 - (q_2 - q_1) R_2 z_2 + R_2 Q + d_2
\]

\[
d_2 = \frac{q_2 z_2 + Q - (q_2 - q_1) z_2}{h} + \frac{q_2 z_2 - (q_2 - q_1) z_2 - Q}{k_2}
\]

This result is identical to a straightforward derivation of the one-dimensional temperature distribution for this problem. Therefore, for this special case, the analytical model correctly reduces to the exact

---

**Fig. 5.** Plots showing the impact of jet width on temperature distribution for a two-layer case with 1 mm wide heating of magnitude \( 10^5 \) W/m² on the bottom face, and jet impingement cooling given by Eq. (39) on the top face. (a) and (b) plot temperature distributions on the bottom and top faces, respectively.

**Fig. 6.** Plots showing the impact of \( \gamma \) on temperature distribution for a two-layer case with 1 mm wide heating of magnitude \( 10^5 \) W/m² on the bottom face, and jet impingement cooling given by Eq. (39) on the top face. (a) and (b) plot temperature distributions on the bottom and top faces, respectively.

**Fig. 7.** Temperature distribution on the bottom face of a two-layer body for different values of the offset distance between the center of the jet and center of the hotspot. (a) Plots bottom face temperature distribution, (b) and (c) plot top face temperature distributions when the jet is offset by various distances to the left or right, respectively. The hotspot is 1 mm wide with magnitude of \( 10^5 \) W/m², and jet impingement cooling given by Eq. (39) on the top face. In this case, the hotspot width is 1 mm and jet diameter is 2 mm.
solution of the problem, which provides further confidence in the analytical solution.

3.2. Results for a general, 20-layer case

In order to demonstrate the capabilities of the analytical solution for solving complicated, multi-layer problems, a 20-layer problem is formulated and solved. Table 1 summarizes the problem definition, including thicknesses, thermal conductivities, and heat generation rates in each layer. Inter-layer thermal contact resistances between adjacent layers are also listed. In addition, this problem assumes step-function heat flux of magnitude $10^5$ W/m² and 1 mm width centered at $x_1 = 3$ mm on the bottom face. Jet impingement cooling due to three separate jets centered at $x_0 = 2.5$ mm, $x_0 = 5.0$ mm and $x_0 = 7.5$ mm on the top face is assumed. The spatially varying convective heat transfer coefficient for each jet is given by Eq. (38), with $h_{\text{min}} = 1666$ W/m²K, $h_{\text{max}} = 3333$ W/m²K, $d = 2.0$ mm and $\gamma = 2.0$.

Temperature distribution for this 20-layer problem is computed using the analytical solution and presented as a colormap in Fig. 4 for the entire 20-layer body. As expected, the peak temperature occurs in the bottom-most layer, which has the highest heat generation rate and is also next to the external heat flux. The $x$ location of the peak temperature matches well with the peak of the heat flux distribution. This Figure demonstrates the capability of the analytical solution to account for several heat generation and heat transfer phenomena, including the spatially varying convective boundary condition, in complicated multilayer problems.

3.3. Effect of $h(x)$ parameters on temperature distribution

The impact of jet impingement cooling parameters on temperature distribution of a multi-layer stack is investigated next. The spatially varying convective heat transfer coefficient due to jet impingement is given by Eq. (38), in which, $d$ refers to the jet diameter, and $\gamma$ represents the width of the $h$ curve. $h_{\text{min}}$ and $h_{\text{max}}$ are lower and upper values of the convective heat transfer coefficient, respectively. The effect of the values of these parameters on the temperature distribution is examined. In all Figures in this subsection, the thicknesses of the two layers are 1 mm each, heat generation rates are $10,000$ W/m³ each, thermal conductivities are 1 and 10 W/mK, respectively and thermal contact resistance between two layers is $10^5$ Km²/W, which is consistent with the reported thermal contact resistance between chips in a three-dimensional integrated circuit (3D IC) [27]. In addition, a step function heat flux with magnitude of $10^5$ W/m², $b = 1$ mm width and centered about $x_1 = 3$ mm is applied on the bottom face.

Fig. 5(a) and (b) plot the temperature distributions on the bottom and top faces of a two-layer body for three different values of $d$. Other parameters for $h(x)$ include $h_{\text{max}} = 10,000$ W/m²K, $h_{\text{min}} = 5000$ W/m²K and $\gamma = 2$. As expected, Fig. 5 shows that while increasing the jet width reduces the temperature distribution on the top face where the jet impinges, it has relatively little impact on the bottom, heat flux face. Note that the impact of jet width can be seen, particularly for the $d = 0.1$ mm case in the top face temperature plot.

Fig. 6 presents plots that examine the impact of the jet impingement parameter $\gamma$, which represents the sharpness/fatness of the peak region in the convective heat transfer coefficient curve. For the same problem as in Fig. 5, and with $d = 2.0$ mm, Fig. 6(a) and (b) plot temperature distributions on the bottom and top faces, respectively, for three different values of $\gamma$. Fig. 6(a) shows there is minimal impact of changing $\gamma$ on temperature distribution on the bottom face. On the other hand, Fig. 6(b) shows reduction in temperature distribution near the location of jet impingement as $\gamma$ increases. This is likely due to increased convection in the peak region at larger values of $\gamma$. In contrast, and as expected, the temperature distribution on the top face away from the jet location is not affected significantly by changes in $\gamma$.

Fig. 7 investigates the impact of the offset distance between the centers of the step-function heat flux on the bottom face and the jet impingement cooling on the top face. This is an important consideration in semiconductor chip cooling because of the critical need to cool multiple hotspots by strategically positioning cooling jets. In addition, it is important to understand the effect of deviations in jet locations that may occur due to manufacturing limitations. The distance between the centers of the hotspot and jet is varied for the same problem as discussed in Figs. 5 and 6, with $d = 0.5$ mm and $\gamma = 2$. Fig. 7(a) plots the bottom face temperature distribution when the jet is offset to the left by different distances. On the other hand, Fig. 7(b) and (c) plot temperature distribution on the top face for cases where the jet is displaced to the left and right, respectively, by different offset distances. Fig. 7(a) shows that there is no discernible impact of the offset on temperature on the bottom face. On the other hand, the offset impacts temperature on the top face, as shown in Fig. 7(b) and (c). Positioning the jet at the center of the hotspot results in the least temperature rise on the top face. When the jet is moved to the left, as shown in Fig. 7(b), the impact of the jet on temperature distribution also shifts to the left, and a greater peak in temperature rise is seen. The larger the offset, the greater is the peak, which occurs away from the jet location. When the jet is shifted to the right, as shown in Fig. 7(c), the peak in temperature rise occurs towards the right. For the 1.5 mm offset case shown in Fig. 7(b) and (c), the jet is completely outside the hotspot, and the peak in temperature rise on the top face is much larger than the other cases considered.

Fig. 8 presents the investigation of a resource optimization problem for thermal management of multiple hotspots based on the analytical solution discussed in Section 2. In this problem, a two-layer body is considered, with two hotspots of equal heat flux and widths on the bottom face. Jet impingement on the top face is being used to cool the two-layer body. Since a limited amount of coolant flowrate is available for cooling the two hotspots, multiple thermal management options are possible in terms of the number and locations of the jets. The entire flowrate could be directed to either the left or right hotspot (Cases A and B, respectively). Another option is to split the flowrate into two halves and direct the flow to both hotspots.
Fig. 9. Effect of inter-die thermal contact resistances: Comparison of temperature distribution as a function of z at x = 0.003 m with and without inter-layer thermal contact resistances for a three-layer body.

Fig. 10. Effect of internal heat generation: Comparison of temperature distribution as a function of z at x = 0.003 m with and without internal heat generation for a two-layer body.

(Case C). A final option considered here is to direct the entire flowrate at a location between and equidistant from the centers of the two hotspots (Case D). Temperature distribution for each case is determined using the analytical solution. Heat flux and width of each hotspot is taken to be $10^5$ W/m² and $b = 1.0$ mm, respectively. The convective heat transfer coefficient parameters are $d = 0.5$ mm and $\gamma = 2.0$. $h_{\text{max}}$ and $h_{\text{min}}$ are taken to be 5000 and 500 W/m²K, respectively for the full-strength jet – these values are scaled down when considering two jets, assuming constant total coolant flowrate. Thermal conductivities of the two layers are 1 and 10 W/mK, respectively, while the thickness of each layer is 1 mm. Fig. 8(a) and (b) plot the temperature distribution on the bottom and top faces, respectively, for the four cases outlined above. These Figures show that when only one hotspot is targeted with a full-strength jet (Cases A and B), there is significantly reduced temperature at the location of the targeted hotspot, but not the other hotspot. This is particularly evident from Fig. 8(b). Targeting a location between the centers of the two hotspots (Case D) is found to be an ineffective strategy, even with a full-strength jet, as it fails to reduce peak temperature of the either hotspot. On the other hand, splitting the jet into two halves and directing each of the half-strength jets to the hotspots (Case C) appears to be effective in reducing the temperatures of both hotspots simultaneously, resulting in the lowest peak temperatures for both hotspots amongst the four cases considered here. While the nature of these results clearly depends on the specific values considered for the various parameters, Fig. 8 demonstrates the capability of the analytical solution presented in this work to carry out rapid thermal characterization of various possible configurations when optimizing the thermal management of a multi-layer stack, particularly in complicated scenarios, such as the presence of spatially varying heat transfer coefficient.

3.4. Impact of inter-die thermal contact resistance

The impact of inter-die thermal contact resistance is investigated. For this purpose, a three-layer body is considered, with the same parameters as Fig. 2. Fig. 9(a) plots the temperature distribution along z at $x = 3.0$ mm with perfect contact between the layers, and with a thermal contact resistance of $3 \times 10^{-5}$ Km²/W between adjacent layers. As expected, results show continuous temperature distribution in case of perfect contact, and temperature discontinuity between layers when thermal contact resistance is modeled. Due to the thermal contact resistance, the temperature distribution in the latter case is greater in the first and second layers, while there is minimal impact on the third layer.

To investigate this further, Fig. 9(b) plots the temperature distribution for a few additional cases. A non-zero value of thermal contact resistance between the first and second layers, $R_3$, causes an increase in temperature in the first layer compared to the baseline case of zero thermal contact resistance. The greater the value of $R_3$, the larger is the increase in temperature in the first layer, but there is no increase in temperature in the second or third layers. On the other hand, when a non-zero thermal contact resistance, $R_2$, is considered between the second and third layers, there is additional temperature rise in both first and second layers. This is because $R_2$ influences the thermal resistance from only the first layer to the cooling boundary. On the other hand, $R_3$ influences the thermal resistance from the first and second layers to the cooling boundary, but not so for the third layer. Fig. 9(b) also confirms that the larger the thermal contact resistance, the larger is the additional temperature rise.

3.5. Impact of internal heat generation rate

The impact of internal heat generation in a two-layer body is investigated. Thermal conductivity of the two layers is 1 and 10 W/mK,
respectively. Each layer is 1 mm thick. Thermal contact resistance of $3 \times 10^{-4}$ Km$^2$/W is considered between layers. Heat flux and convective heat transfer coefficient distributions on the top and bottom faces, respectively, are the same as Fig. 2. Fig. 10(a) plots the temperature distribution along z at x = 3.0 mm for the baseline case of zero internal heat generation and a case where both layers generate $10^4$ W/m$^2$ heat. Fig. 10(a) clearly shows elevated temperature distribution when internal heat generation is present. The change in temperature with respect to the baseline is greater for the first layer than the second due to the larger thermal resistance between the first layer and the cooling boundary than the second layer. In both cases, there is a temperature discontinuity at the interface, consistent with the thermal contact resistance between layers.

Fig. 10(b) investigates the impact of heat generation rate further, by considering cases of heat generation only in individual layers. When heat generation occurs only in the first layer, there is greater temperature rise in both layers compared to the baseline case of zero heat generation. The influence on temperature in the first layer is greater than on temperature in the second layer. On the other hand, when heat generation occurs only in the second layer, the additional temperature rise in both layers is about the same, and is lower than the first case. This likely occurs because heat generation in the second layer is dissipated more effectively than in the first layer and also because of the relatively lower thermal conductivity of the first layer.

4. Conclusions

Spatial variation in convective heat transfer coefficient occurs in many engineering applications, such as jet impingement cooling, due to spatial changes in the velocity field of the cooling fluid. It is important to account for these variations in analytical solutions for thermal conduction in multilayer bodies, since the assumption of constant convective heat transfer coefficient, while simplifying analysis, may lead to significant errors. This paper presents an analytical solution to account for a spatially varying convective heat transfer boundary condition in a multilayer body. To do so, the method expresses the multilayer temperature distribution as a Fourier series, the coefficients of which are chosen in order to satisfy the various boundary conditions. Specifically, the spatially varying convective boundary condition is shown to result in a set of linear algebraic equations that can be solved to determine the unknown coefficients. The theoretical solution presented here may help improve our understanding of thermal conduction in multilayer bodies. For example, the impact of variation in the heat transfer coefficient as well as various other thermal properties on the temperature distribution can be easily determined using the analytical model. Such parametric studies can be run much faster with the analytical model compared to finite-element simulations. It is expected that this may be of use in several practical engineering applications in thermal management.
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