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ABSTRACT
We propose a framework for the analysis of the integro-differential delay Ikeda equations ruling the dynamics of bandpass optoelectronic oscillators (OEOs). Our framework is based on the normal form reduction of OEOs and helps in the determination of the amplitude and the frequency of the primary Hopf limit-cycles as a function of the time delay and other parameters. The study is carried for both the negative and the positive slopes of the sinusoidal transfer function, and our analytical results are confirmed by the numerical and experimental data.

Owing to the richness of their dynamical behavior, OEOs have found many applications such as ultra-stable microwave generation, optical communications, and neuro-morphic computing, amongst others. This richness results from the complex interplay between the system parameters, namely, the two timescales of the bandpass filter, the time delay, the feedback loop strength, and the nonlinear transfer function. The aim of this work is to analytically compute and experimentally validate the expressions of the frequency and the amplitude of the primary Hopf limit-cycles as a function of the parameters mentioned above, without neglecting the time delay as it is usually the case. Since primary Hopf limit-cycles are important attractors for most of the applications related to these oscillators, such analytical expressions help for the better calibration and optimization of OEOs.

I. INTRODUCTION
Time delay effects appear naturally in various physical, biological, chemical, and technological systems and are sources of oscillatory instabilities.1,2 Delay differential systems are indeed ubiquitous, as they emerged in a wide variety of fundamental and applied disciplinary area such as electronics, fluid dynamics, biological models, chemistry, and photonics.7–9 In recent years, one of the most popular benchmarks to study nonlinear delay dynamics has been the optoelectronic oscillator (OEO), as comprehensively reviewed in Ref. 10. OEOs have found numerous practical applications in areas as diverse as microwave generation,11–22 chaos-based communications,23–25 chaotic radars,26 bioinspired information processing,27 or sensing.28
The dynamics of OEOs can generally be investigated using the paradigm of the Ikeda equation. Indeed, in the case the feedback loop features a wide bandpass filtering characteristic (bandwidth much larger than the free-spectral range), the system can display a rich dynamics that include limit-cycles, pulse packages, chaotic breathers, and hyperchaos. The richness of the bandpass OEO dynamics originates from the interplay between its three main timescales, related to the delay and to the high- and low-pass filter timescales. In particular, the primary Hopf bifurcation as the feedback gain is increased has evidenced several scenarios, characterized by oscillation frequencies that are split by several orders of magnitude.

The analytic study of these attractors is generally difficult to carry out, mainly because time-delayed systems are inherently infinite-dimensional. However, close to bifurcation points, the theoretical analysis of delayed systems can be performed by circumscribing their long-term dynamics in an invariant manifold where their most significant dynamical signatures can be recovered. This is essentially the main idea underlying the technique of normal form reduction.

In this paper, we develop this normal form approach for the characterization of the integro-differential delay systems, near the primary Hopf bifurcation. The paper is organized as follows. In Sec. II, the system is presented along with its mathematical model. Section III is devoted to the bifurcation analysis of the oscillator, which is then used in Sec. IV to perform the normal form analysis, which helps one to understand the oscillation properties of the system. Section V concludes the article.

II. THE SYSTEM

The system under study is displayed in Fig. 1. It consists of a telecommunication continuous-wave laser diode ($\lambda_L \approx 1550$ nm), which sends a polarization-controlled signal via a polarization controller (PC) to an integrated electro-optic Mach–Zehnder intensity modulator (MZM) of half-wave voltages $V_{dc} = 5$ V and $V_{rf} = 3.8$ V. The modulated light at the output of the MZM is delayed using an optical fiber spool (DL) with a time delay equal to $T = 60$ ns, before being converted to an electrical signal with a photodiode (PD) of responsivity $S$. The resulting electrical signal is then filtered with a wide pass filter. The output signal of the filter is amplified using a RF amplifier (Amp). At the output of the amplifier, a microwave coupler (MC) is used to split the electrical power into two: One part is re-injected into the RF input of the MZM, thereby closing the loop of the oscillator; the other part is used to monitor the signal of the oscillator using a digital oscilloscope. This OEO then can be described by the following Ikeda integro-differential delay equation (iDDE):

$$x + \tau \frac{dx}{dt} + \frac{1}{\theta} \int_{0}^{t} x(s)ds = \beta \cos^2(x_T + \phi),$$

where $x = \pi V/2V_{rf}$ is the dimensionless variable standing for the voltage $V(t)$ at the radio-frequency (RF) input of the MZM and $x_T \equiv x(t - T)$ is the time-delayed variable, while the parameters of the equation are the high cut-off time $\tau = 1/2\pi f_1$, and the low cut-off time $\theta = 1/2\pi f_2$, of the bandpass filter. Throughout this article, the cut-off times of the bandpass filter are $\theta = 16.24$ $\mu$s and $\tau = 1.06$ $\mu$s. The normalized loop-gain is $\beta = \pi S P/2V_{rf}$, where $P$ is the laser pump and $\varepsilon$ is the overall attenuation of the feedback loop. The offset phase $\phi = \pi V_b/2\nu_{dc}$ defined the slope of the non-linear transfer component, with $V_b$ being a constant bias voltage.

The parameters $\beta$ and $T$ are the two independent control parameters for the system, and the purpose of this paper is to gain insight into the bifurcation dynamics of the oscillator as a function of these two parameters.

III. BIFURCATION ANALYSIS OF THE OEO

Our first step is to rescale Eq. (1) with regard to the dimensionless time $t/\tau$, which we will still refer to as $t$ for the sake of mathematical convenience. This equation can then be rewritten under the following normalized form:

$$\frac{dx_1}{dt} = -x_1 - \sigma x_2 + \beta \cos^2(x_3 + \phi) - \cos^2 \phi,$$

$$\frac{dx_2}{dt} = x_1,$$

with $x_1 \equiv x$ and $x_2(t) = \int_{0}^{t} x(s)ds$. The parameter $\sigma = \tau/\theta$ is the ratio between the low and high cut-off frequencies, and $\nu = T/\tau$ represents the normalized delay.

In order to derive the normal form, it is convenient to separate Eqs. (2) and (3) into a linear and nonlinear part. One should note that just before the Hopf bifurcation point, the whole dynamics of the system is ruled by the trivial stable equilibrium point $(x_{0,0}, x_2(t) = 0, 0)$, and this trivial fixed point might lose its stability via a Hopf bifurcation. Therefore, in the neighborhood of the Hopf bifurcation point, a Taylor series
expansion around that equilibrium can be performed as
\[
\frac{dx_1}{dt} = -x_1 - \sigma x_2 - \beta \left[ \sin(2\phi)x_{1u} + \cos(2\phi)x_{2u} - \frac{2}{3} \sin(2\phi)x_{1}^2 \right],
\]
(4)
\[
\frac{dx_2}{dt} = x_1.
\]
(5)
For mathematical simplicity and without loss of generality, Eqs. (4) and (5) are rewritten under the matrix form
\[
\frac{dX}{dt} = LX + RX_0 + F(X_\nu),
\]
(6)
with \(X = (x_1, x_2)^T\), where the superscript \(T\) stands for the transpose. This equation is characterized by the matrices
\[
L = \begin{bmatrix} -1 & -\sigma \\ 1 & 0 \end{bmatrix} \quad \text{and} \quad R = \gamma \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix},
\]
(7)
with \(\gamma = \beta \sin(2\phi)\) being the effective linearized gain and by the column vector \(\mathbf{F}(X_\nu) = [-\cos(2\phi)x_{2u}^2 + (2/3)\sin(2\phi)x_{1u}^2, 0]^T\).

It is important to verify that the truncated flow [Eqs. (4) and (5)] provides an accurate description of the OEO dynamics close to the Hopf bifurcation point and agrees with the results obtained directly from the original flow [Eqs. (2) and (3)]. Figure 2(b) confirms that the truncated flow is a valid approximation that can be used later on for the normal form analysis.

We consider that the linear part
\[
\frac{dX}{dt} = LX + RX_0
\]
(8)
of Eq. (6) has solutions that can be written under the form \(X = X_0 e^{\lambda t}\). The eigenvalue \(\lambda = \eta + i \omega\) verifies the following equation:
\[
\lambda \left[ 1 + \lambda + \gamma e^{-\eta t} \right] + \sigma = 0
\]
(9)
and the solutions are asymptotically stable when \(\eta < 0\) and unstable when \(\eta > 0\), while the critical case \(\eta = 0\) marks the Hopf bifurcation point. When the critical case is satisfied, the values of the effective gain \(\gamma = \gamma_c = \beta c \sin(2\phi)\) and frequency \(\omega = \omega_c\) fulfill accordingly
\[
-\omega_c^2 + \gamma_c \omega_c \sin(\omega_c \nu) + \sigma = 0,
\]
(10)
\[
\omega_c + \gamma_c \omega_c \cos(\omega_c \nu) = 0.
\]
(11)
Combining Eqs. (10) and (11), the critical frequency verifies the transcendental equation
\[
\sigma - \omega_c^2 = \omega_c \tan(\omega_c \nu),
\]
(12)
It should be noted that we have \(\nu \neq 0\) and \(\sigma \neq \omega_c^2\), and it is known that solving Eqs. (10)–(12) yields two different Hopf bifurcations.\textsuperscript{26} For the negative slope case (\(\nu < 0\)), we obtain
\[
\gamma_{c,n} \simeq -1 - \frac{T}{2\nu} \simeq -1 - \frac{\nu \nu}{2},
\]
(13)
\[
\omega_{c,n} \simeq \nu \sqrt{\frac{1}{2\nu^2}} \simeq \sqrt{\frac{\nu}{\nu}},
\]
(14)
which correspond to slow-scale oscillations, while for the positive slope case (\(\nu > 0\)), we have
\[
\gamma_{c,p} \simeq 1 + \frac{1}{2} \left( \frac{\nu^2 - \nu^2}{\pi \nu} \right)^2,
\]
(15)
\[
\omega_{c,p} \simeq \nu \sqrt{\frac{1}{\nu^2} \simeq \frac{\nu}{\nu}},
\]
(16)
corresponding to fast-scale oscillations. Note that throughout the article, the subscripts \(n\) and \(p\) refer to the negative and positive slopes, respectively.

The study of the linearized flow provides insight into the dynamics of the system in the close neighborhood of the bifurcation but gives little information about what happens beyond. Such an insight can be achieved using the normal form of the system, as developed in Sec. IV.

IV. DERIVATION OF THE NORMAL FORM THROUGH THE METHOD OF CENTER MANIFOLD REDUCTION

There exist different methods for the computation of the normal form for a dynamical system (see, for example, Refs. 46–48). In this article, we choose to follow the method of center manifold reduction,\textsuperscript{49} which is convenient, based on the fact that the long-time dynamics of a system can be reduced to the dynamics on its center manifold, also known as the reduced form of the system, or simply its normal form. This method is appropriate for our system since no small quantity multiplies the right hand of Eq. (2); otherwise, the method of multiple time scales would have been used. Moreover, the method of center manifold reduction has already been successfully applied and tested on other delay systems.\textsuperscript{48,49}

The reader can refer to these references for more details on the computational details, in particular those related to Eqs. (18)–(34).

Let us introduce the bifurcation parameter \(\delta = \gamma - \gamma_c = (\beta - \beta_c) \sin(2\phi)\), which represents the relative gain, and is
such that $\delta \ll 1$ near the Hopf bifurcation point. For a negative slope, $\delta < 0$, whereas $\delta > 0$ for the positive slope. By Taylor-expanding Eq. (6) with respect to $\delta$ and neglecting higher-order terms, it yields
\[
\frac{dX}{dt} = LX + R_\delta X_\delta + F(X_\delta), 
\]
where $R_\delta$ is the operator $R$ evaluated at the critical Hopf bifurcation point. The vector $F(X_\delta)$ is a third-order polynomial function defined as $F(X_\delta) = (-\delta x_{1\delta} - \gamma_1 x_{1\delta}^3 + \frac{1}{2} \gamma_2 x_{1\delta}^2, 0)^T$, with $\delta = [\tan(2\phi)]^{-1}$. Equation (17) is a delay-differential equation, and the evaluation of the corresponding variable requires to take into account the state of the system within two time intervals $[-v, 0]$ and $[0, +\infty)$. It is convenient to separate the times in the two intervals. Let us call the time $\mu$ within the interval $[-v, 0]$ and maintain the notation of time $t$ within $[0, +\infty)$. By so doing, Eq. (17) becomes a step function
\[
\frac{dX_\mu(t)}{dt} = AX_\mu(t) + G[X_\mu(t)], 
\]
where $X_\mu(t) = X(t + \mu)$ is a portion of the solution trajectory in the recent past. $A$ is the linear operator with pure imaginary eigenvalue $i\omega_0$, which transforms a center subspace function $p(\mu)$ as follows:
\[
Ap(\mu) = i\omega_0 p(\mu) = \begin{cases} \frac{dp(\mu)}{d\mu} & \text{for } -v \leq \mu \leq 0, \\ Lp(0) + R_\delta p(-v) & \text{for } \mu = 0. \end{cases} 
\]
Since the eigenvalues for the Hopf bifurcation point are symmetric $(\pm i\omega_0)$, it is advisable to define the adjoint operator $A^*$ of $A$ with the eigenvalue equal to the conjugate of the first one and which applied on another given subspace function $q(\mu)$ yields
\[
A^*q(\mu) = -i\omega_0 q(\mu) = \begin{cases} -\frac{dq(\mu)}{d\mu} & \text{for } 0 \leq \mu \leq v, \\ L^*q(0) + R_\delta^* q(\mu) & \text{for } \mu = 0, \end{cases} 
\]
where $L^*$ and $R_\delta^*$ are the adjoints of the operators $L$ and $R_\delta$, respectively. In Eq. (18), the vector function $G$ is deduced from Eq. (17) as
\[
G = \begin{bmatrix} 0 \\ F \end{bmatrix} \text{ for } -v \leq \mu \leq 0, \quad \text{for } \mu = 0. 
\]
One key condition in the theory of the center manifold reduction requires that the functions $p$ and $q$ obey the inner product
\[
(q, p) = \mathcal{F}(0) p(0) + \int_{-v}^{0} \mathcal{F}(\xi + v) R_\delta^* p(\xi) d\xi, 
\]
\[
(\mathcal{F}, \mathcal{G}) = 0 
\]
with overline expressing complex conjugation. Since $X_\mu(t)$ must be finite, it is necessary to introduce a normalization condition such that $(q, p) = 1$ and $(q, \mathcal{G}) = 0$.

Using the inner product defined in Eq. (22), the solutions of Eqs. (19) and (20) are respectively,
\[
p(\mu) = \left( \begin{array}{c} \frac{i\omega_0}{1} e^{i\omega_0 \mu} \\ -i\frac{\sigma}{\omega_0} e^{i\omega_0 \mu} \end{array} \right), \quad q(\mu) = b \left( \begin{array}{c} 1 \\ -i\frac{\sigma}{\omega_0} \end{array} \right) e^{i\omega_0 \mu},
\]
with
\[
b = \left[ 1 - 2i\omega_0 + \gamma_1 (1 + i\omega_0 \nu) e^{i\omega_0 \mu} \right]^{-1}
\]
being a complex-valued parameter.

Having determined the center subspace $p(\mu)$ and its adjoint $q(\mu)$, the following step consists of decomposing $X_\mu(t)$ into two components: the first one is $y(t)p(\mu) + \mathcal{F}(t)\mathcal{G}(\mu)$, and it lies in the center subspace; the second one is the infinite-dimensional component $u(t)$, which is transverse to the center subspace. We can therefore write
\[
X_\mu(t) = y(t)p(\mu) + \mathcal{F}(t)\mathcal{G}(\mu) + u(t)
\]
and the transversality of $u(t)$ yields: $\langle y, u \rangle = 0$ and $\langle \mathcal{F}, u \rangle = 0$. Then, by substituting Eq. (25) into Eq. (18) and using the inner products, we find that $y(t)$ satisfies the following first-order differential equation:
\[
\dot{y}(t) = i\omega_0 y - \delta \tilde{b} \rho y - \tilde{b} y \tilde{\xi} (\rho y + \overline{\mathcal{F}})^2
\]
\[
- 2i \tilde{b} \tilde{y}^2 \tilde{\xi}^2 \tilde{\sigma} \tilde{\tau} \left( \tilde{b} \left( \frac{\tilde{b}}{\omega_0} - \frac{\sigma}{3\omega_0} + 2i\omega_0 \Gamma e^{-2\omega_0 \nu} \right) \right) \tilde{y}^2 + 2 \tilde{b} \tilde{y}^2 \tilde{\xi}^2 \tilde{\sigma} \tilde{\tau} + NRT.
\]
The acronym NRT represents the non-resonant terms of the equation, and the overdot stands for differentiation with respect to time. The complex coefficients $\rho$ and $\Gamma$ are explicitly given by
\[
\rho = i\omega_0 e^{-i\omega_0 \nu},
\]
\[
\Gamma = \left[ 4\omega_0^2 - \sigma - 2i\omega_0 (1 + \gamma_1 e^{-2i\omega_0 \nu}) \right]^{-1}.
\]
Finally, the last step is to perform the near-identity transformation, with respect to Eq. (26), which is as follows:
\[
y(t) = z(t) + d_1 z^2(t) + d_2 z(t) \overline{\mathcal{F}}(t) + d_3 \overline{\mathcal{F}}(t).
\]
By replacing Eq. (29) into Eq. (26) and eliminating the secular terms, the coefficients $d_j$ $(j = 1, 2, 3)$ yield
\[
d_1 = \frac{i\tilde{b} y \tilde{\xi} \sigma}{\omega_0},
\]
\[
d_2 = \frac{-2i\tilde{b} y \tilde{\xi} \rho \mathcal{G}}{\omega_0},
\]
\[
d_3 = \frac{-i\tilde{b} y \tilde{\xi} \rho \mathcal{G}}{3\omega_0}.
\]
The remaining terms, which are non-secular, constituting the complex normal form of the system are given by
\[
\dot{z} = i\omega_0 z - \delta \tilde{b} \rho z + \tilde{b} y \tilde{\xi} \rho \mathcal{G} [2 - 4i\omega_0 y \tilde{\xi} \gamma_1 \Gamma e^{-2\omega_0 \nu}] z^2 \mathcal{G}
\]
so that the local dynamics of Eq. (1) is ruled by Eq. (33). In the first approximation, the solution of Eq. (33) can be expressed
as \( z(t) = A(t)e^{i\omega_0 t} \). Hence, the complex amplitude \( A \) fulfills the following first order differential equation, which is its complex normal form:

\[
\dot{A} = -\delta \Lambda_1 A + \Lambda_2 A^* A.
\]  

(34)

The coefficients \( \Lambda_1 \) and \( \Lambda_2 \) have the following expressions:

\[
\Lambda_1 = \frac{i\omega_0 e^{-i\omega_0 \nu}}{1 + 2i\omega_c + \gamma_c (1 - i\omega_c) e^{-i\omega_0 \nu}},
\]

(35)

\[
\Lambda_2 = 2\gamma c\omega_0^2 A_1 [1 - 2i\omega_c\gamma c\nu e^{-i\omega_0 \nu}].
\]

(36)

Equation (34) is a complex equation, which can furthermore be decomposed using \( A = A(t) e^{i\phi(t)} \) and this enabling to track the amplitude and phase dynamics around the bifurcation.

Beyond the Hopf bifurcation point at the gain value \( |\gamma_c| \), the system undergoes a Hopf bifurcation, and from Eq. (34), it can be shown that the frequency and amplitude of the limit-cycle can be explicitly defined as a function of \( \delta \equiv \gamma - \gamma_c \) following

\[
\omega_{\text{eff}} = \omega_c + (\gamma - \gamma_c) \frac{\Re (\Lambda_1) - 3\Re (\Lambda_2)}{\Im (\Lambda_2)}
\]

(37)

\[
A = 2\omega_c \sqrt{(\gamma - \gamma_c) \frac{\Re (\Lambda_1)}{\Im (\Lambda_2)}}.
\]

(38)

The symbols \( \Re \) and \( \Im \) stand for the real and the imaginary parts of their arguments, respectively. The above formulas lead to drastically different behaviors depending on the actual sign of \( \gamma_c \) [or equivalently, the sign of \( \sin(2\phi) \)]. It is noteworthy that in the particular case where \( \gamma_c < 0 \) with \( \phi = -\pi/4 \), the amplitude can be simplified as

\[
A \approx \sqrt{- \frac{\beta - \beta_c}{1 + \frac{\delta}{\nu}}}
\]

(39)

while it can be approximated as

\[
A \approx \sqrt{\frac{2 - \beta - \beta_c}{1 + \frac{\delta}{\nu} \left( \frac{\sigma^2 - \nu^2}{\nu^2} \right)^2}}
\]

(40)

in the case where \( \gamma_c > 0 \) with \( \phi = \pi/4 \). Figure 3 displays an example of plots of the variations of amplitude when the gain is increased beyond the Hopf bifurcation point, for positive and negative \( \gamma_c \), with a very good agreement between numerical and analytical results. Indeed, it is known that the amplitude is expected to scale as \( \sqrt{|\delta|} \) beyond the Hopf bifurcation, but the main challenge in the case of a delayed system is to be able to compute the proportionality factor as a function of all the time constants of the oscillator. On the other hand, Fig. 4 shows the variations of the oscillation frequency as a function of the normalized time delay. Here again, the agreement between theory and numerical simulations is excellent and validates the normal form analysis. It is noteworthy that the oscillation frequency monotonously decreases as the time delay increases. This trend is accurately described by the normal form analysis even in the asymptotic case of very large delays \( (v > 1000) \), even though the limit-cycles have significantly different characteristic frequencies.

**FIG. 3.** Variation of the limit-cycle amplitude as the gain is varied beyond the Hopf bifurcation point \( \gamma_c \) as \( \delta \equiv \gamma - \gamma_c \). The analytical results obtained from Eq. (38) are displayed with a solid line, while the numerical results obtained using Eqs. (2) and (3) are represented with the symbols (black circles). (a) Case of negative slope with \( \phi = -\pi/4 \), (b) case of positive slope with \( \phi = \pi/4 \). Both curves are almost symmetric to zero, confirming that the negative slope is only defined for \( \delta < 0 \) and the positive slope requires \( \delta > 0 \).

**FIG. 4.** Evolution of the limit-cycle frequency as a function of the normalized delay \( v = T/\tau \). The analytical results obtained from Eq. (37) are displayed with a solid line, while the numerical results obtained using Eqs. (2) and (3) are represented with the symbols (black circles). (a) Case of negative slope with \( \phi = -\pi/4 \) and \( \delta = -4 \times 10^{-2} \) and (b) case of positive slope with \( \phi = \pi/4 \) and \( \delta = 1.5 \times 10^{-2} \).
V. CONCLUSION

In this work, we have computed the normal form of the Ikeda integro-differential delay equation, which rules the dynamics of bandpass optoelectronic oscillators. These normal forms have allowed us to evaluate the frequency and the amplitude of the Hopf-induced limit-cycles, as a function of system parameters such as the gain, the filter time-constants, and the delay. Unlike the typical case of limit-cycles in systems without delay, normal forms in delayed oscillators have to account for the dependence of the amplitude and oscillation frequency with regard to the delay. The technique we have used in this work permitted us to evaluate this dependency with great accuracy and over a wide range of parameters.

In future research, we intend to explore the normal forms of other architectures of OEOs (such as Refs. 50 and 51), and in general, of different types of time-delayed systems.21,48 We also aim to develop asymptotic techniques to deal with the cases of very long6,14 or very short35 time delays and experimentally investigate the effect of a large variation of these time delays.28
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